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BHZE Jiun-Shyan (J.S.) Chen GEEZNT%

Department of Structural Engineering
Department of Mechanical & Aerospace Engineering
University of Californian, San Diego, USA

Fields: computational mechanics, meshfree methods,
multiscale materials modeling, machine-learning-enhanced
computational mechanics, and physics-informed data-driven
computing.

Recent Advances in Physics-Informed Machine Learning and
Data-Driven Computing

While many machine learning algorithms have gained popularity in various
real-world applications, pure black-box data-driven models require enormous
datasets, limiting their applicability to problems with scarce measurable data.
This presentation introduces recent advances in physics-informed machine
learning approaches based on universal thermodynamics principles, where the
internal state variables essential to the physics are inferred automatically from
the hidden state of the deep neural network. An extension of this approach is
using the machine learning algorithms to enhance the numerical solution of
PDEs. In this approach, standard approximation spaces, such as those formed
by the finite element or reproducing kernel basis functions, are enriched by the
neural network constructed basis functions under a Partition of Unity
framework. The proposed neural network enhanced Partition of Unity and the
feature-encoded transfer learning form an adaptive approximation framework
for solving PDEs. These unique combinations of machine learning techniques
and advanced computational methods have expanded the horizon of scientific

computing beyond what the conventional computational methods can offer.



B & Trista Chen f#-1

Microsoft Director, Al Research Center
Ph.D. Electrical and Computer Engineering, Carnegie Mellon
University

Fields: computer vision, multimodal LLM, and health Al.

Beyond Scaling Laws: From "Large Is Beautiful" to Seeing a
World in a Grain of Sand

As multimodal large language models (LLMs) continue to advance, their
insatiable appetite for training data and compute has become increasingly
unsustainable. This has sparked a wave of innovation focused on improving data
and parameter efficiency. Some approaches turn to synthetic data to address
data scarcity, while others, such as Microsoft’s Phi-4-multimodal, demonstrate
how compact small language models (SLMs), using distillation, context
compression, and external tools, can achieve strong performance with far fewer
resources. Yet these strategies, while promising, may introduce risks of
overfitting, brittleness, and model collapse.

To navigate these challenges, we must look beyond brute-force scaling and
reimagine Al not as monolithic predictors, but as structured, context-aware, and
grounded agents. Insights from disciplines like mathematics, physics, and
systems theory-drawing on concepts such as entropy, dynamical systems, and
statistical reasoning-provide foundational principles for designing robust,
interpretable, and adaptable agentic Al.

Meanwhile, Al is evolving into a collaborative partner in both scientific
discovery and real-world productivity. LLMs are increasingly used to generate
mathematical conjectures, design algorithms, streamline workflows, support
creative processes, and optimize complex systems across domains such as
business, healthcare, and education. This growing synergy signals a shift from
viewing LLMs as passive tools to recognizing their role as active participants in
generating knowledge, insight, and value.

In this talk, we explore a future beyond scaling laws, where intelligence
emerges not from scale alone, but from structure, interaction, and contextual
grounding. As generative Al becomes interwoven into every aspect of our lives,
we may glimpse “heaven in a wild flower,” and truly see “a world in a grain of
sand.”
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In silico investigation and machine learning for bioinspired
composite design

Shu-Wei Chang!?* Zheng-Shun Su', and Bo-Xue Chen!
! Department of Civil Engineering, National Taiwan University,
Taipei 106319, Taiwan,

?Department of Biomedical Engineering, National Taiwan University,
Taipei 106319, Taiwan

Abstract

Natural materials have attracted considerable attention due to their intricate and
versatile architectures, which often combine lightweight characteristics with high me-
chanical strength. Biological tissues, in particular, exemplify multi-layered, multifunc-
tional, and lightweight structural designs. For instance, birds have evolved extremely
lightweight skeletons to enable flight, characterized by hollow bones reinforced with in-
tersecting struts and truss-like frameworks. Along the longitudinal axis of avian bones,
increased cross-sectional and polar moments of inertia enhance resistance to bending and
torsion. In this talk, I will present our recent research on the in silico investigation of
bioinspired composite materials. Drawing inspiration from the microstructure of bone, we
extract two-dimensional structural patterns from CT scan data and analyze their geomet-
ric characteristics. We have developed an innovative approach to convert CT images into
particle-based models for mechanical characterization. By integrating machine learning
techniques, our work seeks to uncover the general relationship between complex geometric
patterns and mechanical performance. Our results demonstrate strong predictive capabil-
ity for mechanical behavior and enable rapid identification of mechanical properties across
a range of geometries. This facilitates the exploration of novel material design spaces for
advanced engineering applications.

*E-mail: changsw@ntu.edu.tw
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Recent Development for Vehicle Scanning Method

Judy P. Yang
Department of Civil Engineering, National Yang Ming Chiao Tung University,
Hsinchu 300093, Taiwan

Abstract

Based on the theory of a vehicle-bridge interaction system, the concept of vehicle scan-
ning method firstly appeared in 2004. With the prosperous development of related studies
in the theoretical formulation, numerical simulation, and experimental validation, the ter-
minology was formally named as vehicle scanning method in 2019. In the past twenty
years, various approaches have been developed, mainly focusing on the health monitor-
ing of bridge structures. In this presentation, several advanced vehicle-bridge interaction
models are introduced to enhance the identification of bridge frequencies. Additionally,
the subtraction strategy is proposed to reduce the adverse effect from practical aspects.
Lastly, some examples related to three-dimensional modelling and experimental valida-
tion are discussed. The recent development for vehicle scanning method through different
approaches are therefore highlighted.
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Metamaterials in Sound/Vibration Applications

Jung-San Chen
Department of Engineering Science, National Cheng Kung University,
Tainan, Taiwan

Abstract

Metamaterials exhibiting unusual properties were initially developed in the fields of
electromagnetism and optics, and later extended to acoustics and elasticity. Those meta-
materials can generate bandgaps through local resonance (LR) mechanism. Based on the
concept of local resonance (LR), we developed various LR units, including spring—mass
systems, membrane-type structures, and double-spiral systems, which are embedded in
the host medium for use in engineering vibration control applications. By altering the
geometric parameters of the LR cell, the bandgap characteristics can be readily tuned.
The integration of smart materials into metamaterials enables more flexible tuning of
bandgap properties without altering the structural geometry. The use of a negative ca-
pacitance resonant shunt can shift the bandgap to lower frequencies as well as broaden
the gap width. Lightweight membrane-type acoustic metamaterials (MAMSs) also can
be used for sound isolation. Unlike traditional porous or fibrous materials that perform
effectively in the high-frequency regime, MAMSs overcome the mass-law limitation and
operate effectively at low frequencies. Adjusting the physical properties of MAMs enables
tuning of the transmission loss (TL) band. To generate multiple TL peaks, asymmet-
rically arranged masses were adopted. Helmholtz resonators have also been considered
effective alternative noise reduction filters, but their bulky size limits their application
in the low-frequency regime. We employed the concept of coiling up space to construct
two-dimensional coplanar Helmholtz resonators for absorbing low-frequency sound. With
two resonators assembled in parallel, sound absorption band can be effectively broadened.
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Numerical Modeling of Intrusive Gravity Currents at a
River Confluence: from flow kinematics to hydrodynamics

Ching-Sen Wu, Ching-Yuan Lin
Department of Civil Engineering, National Ilan University,
Yilan, Taiwan

Abstract

Gravity currents, also known as density currents, constitute a ubiquitous phenomenon
in hydraulics and geophysics. These flows are primarily driven by hydrostatic pressure
gradients resulting from density variations due to differences in temperature, dissolved ma-
terials, or suspended particulate matter within fluid bodies. Understanding these flows
is crucial for accurate prediction of suspended sediments in rivers and reservoirs, which
ultimately governs sediment transport dynamics. In recent years, Taiwan has encountered
significant challenges related to siltation in natural environments. To address these prob-
lems effectively, it is imperative to comprehend the evolution of flow morphologies and
the propagation dynamics of gravity currents. While numerous studies have thoroughly
investigated the morphodynamics of individual channels, sinuous submarine channels, and
reservoirs, comparatively limited research has focused on fluvial network junctions. The
flow characteristics at river confluences exhibit considerable complexity due to turbulent
transport mechanisms, which stem from tributary convergence and inflows that gener-
ate mutual flow deflections and alterations in bed topography. This study examines how
these flow phenomena impact environmental systems, with particular emphasis on high-
resolution numerical modeling of gravity currents occurring at river confluences subject to
constant inflows. For comprehensive analysis of turbulent transport processes, we imple-
mented three-dimensional depth-resolving models based on the Navier-Stokes equations,
incorporating the Boussinesq approximation and large-eddy simulation. Our investigation
addresses several key aspects: (1) flow morphologies and kinematics, (2) quantification
of mass and momentum fluxes, (3) turbulent transport mechanisms, shear layer devel-
opment, and baroclinic pressure effects, and (4) evolutionary patterns of vertical flow
structures and their dynamic properties.
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Volatility Decay and Arbitrage in Leveraged
ETFs: Evidence from the US and Japan

Cheng-To Lin
International College
Renmin University of China

Zong-Wei Yeh
Department of Money and Banking
National Chengchi University

George Yungchih Wang
Faculty of International Liberal Arts
Soka University

Shih-Kuei Lin
Department of Money and Banking
National Chengchi University

Abstract

This study examines the role of volatility decay in leveraged exchange-
traded funds (LETF's) and its implications for statistical arbitrage strate-
gies. While existing literature predominantly views volatility decay as a
structural weakness that erodes long-term LETF performance, we demon-
strate that it can be systematically exploited through beta-neutral ar-
bitrage strategies. Using a comprehensive dataset of US and Japanese
LETFSs, we assess their tracking performance and document cross-market
differences arising from distinct leverage replication mechanisms - futures-
based (Japan) vs. total return swaps (US). Our empirical findings reveal
that shorting paired bull and bear LETFs with equivalent leverage ra-
tios consistently generates risk-adjusted excess returns, confirming that
volatility decay is a persistent and exploitable phenomenon.
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Pricing vulnerable options under cross-asset
Markov-modulated jump-diffusion dynamics

Yu-Min Lian
Department of Business Administration
Fu Jen Catholic University

Jun-Home Chen
Department of Business Administration
National Chin-Yi University of Technology

Abstract

In this study, the dynamics of the underlying asset price and the coun-
terparty’s asset price are governed by a cross-asset Markov-modulated
jump-diffusion (MMJD) model that captures the time-inhomogeneity and
systematic cojumps. Additionally, the forward interest rate processes are
driven by a Markov-modulated Heath—Jarrow—Morton model to depict
stochastic volatilities. Under an incomplete-market setting, we apply
the Markov-modulated Esscher transform technique to determine a risk-
neutral martingale measure. After determining the Markov-modulated
Esscher parameters, we obtain an integral expression on the prices of
vulnerable European-style Black—Scholes options. The numerical illus-
trations indicate that the findings are consistent with Klein (1996) and
contribute to the extant literature on cojumping impacts on vulnerable
option prices.
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Good Jump and Bad Jump Risk Matters:
Evidence from S&P500 Returns and Options

Hsing-Hua Chang
Department of Money and Banking, National Chengchi University

Hung-Wen Cheng
Department of Data Science, Soochow University

Xian-Ji Kuang
Department of Finance, National Changhua University of Education

Shih-Kuei Lin
Department of Money and Banking, National Chengchi University

Pai-Ta Shih
Department of Finance, National Taiwan University

Abstract

The understanding of the relationship between an asset’s expected re-
turn and its volatility is pivotal in asset pricing. In this paper, we extend
the asymmetric double exponential jump-diffusion model grounded in the
affine GARCH fr amework. We propose a model within the affine GARCH
setting that uses two exponential distributions to separately model good
and bad jump innovations. Furthermore, we deduce a closed-form solu-
tion for option pricing within this model structure. Our results suggest
that the integration of jump components into the variance process signifi-
cantly bolsters model estimation performance - the bad jump component
markedly outstrips its good counterpart in contribution. In our empirical
evaluation, we discern the variance risk premiums attributable to these
good and bad jumps through model estimation. A cross-sectional regres-
sion reveals that both variance risk premiums serve as priced risk factors.
Moreover, a time-series examination underscores the prevailing role of the
bad jump variance risk premium in forecasting returns.
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Applications of State Dependent Riccati Control

Chin-Tien Wu
Department of Applied Mathematics, NYCU

June 07, 2025
In this talk, we shall introduce the state dependent control problems based on
solving the Riccati equation (SDRE). State equations with external perturbation

and noisy observer are handled by optimal Kalman gain and H°°-control. Some
numerical studies will be presented.

22



A discontinuity-cusp capturing neural network for
unsteady Stokes interface problems

Yu-Hau Tseng
Department of Applied Mathematics
National University of Kaohsiung

This talk first reviews the foundation of a discontinuity- and cusp-capturing
physics-informed neural network (PINN) for solving static Stokes interface prob-
lems based on the traction balance formulation. The network consists of two
fully connected sub-networks (one for the pressure and the other for the ve-
locity vector), and both sub-networks share the same coordinate inputs but
use distinct augmented feature inputs derived from a presumed level set func-
tion presenting the interface position. This strategy effectively and accurately
captures the pressure discontinuities and the cusp-like velocity profile at the in-
terface. In the second part, we consider the unsteady Stokes interface problems
mainly driven by the interfacial tension. Here, the augmented feature inputs are
time-dependent and varied by a level set function following an advection equa-
tion. We conduct numerical experiments for two- and three-dimensional Stokes
interface problems, comparing the accuracy of our method with augmented im-
mersed interface methods. We also present the simulation of droplet dynamics
under a given initial flow.
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The refining estimates of invariant subspaces
through projected nonsymmetric algebraic
Riccati equations in high dimensionality
reduction and image compression

Peter Chang-Yi Weng
National Chiayi University

In the era of big data, real-world data like digital photographs, MRI scans,
or speech signals usually has a high dimensionality, we need to reduce the di-
mensionality adequated in order to save data in the limited storage space and to
transmit efficiently. Some common methods of dimensionality reduction such as
singular value decomposition, principal component analysis, independent com-
ponent analysis and autoencoders. However, for high dimensionality data, these
methods suffer from heavily computational complexity and memory requirement
in practice. Therefore, we provide an efficient and accurate method, which is the
numerical solution of the projected nonsymmetric algebaric Riccati equations
(pPNARES) arisen in the refinement of estimates of invariant subspaces (REIS).
The theoretical contribution of our paper is threefold. Firstly, we introduce how
to apply SVD to do image compression and provide some mathematics measure-
ment tools. Secondly, the core of this paper is to adapt REIS and find the first
singular values to do image compression, especially for high resolution images.
The main idea of REIS is applied to large-scale and real matrices via pNARESs or
their associated Sylvester equations through Newton’s method. Thirdly, we de-
scribe some measurement tools like compression ratio, mean square error, peak
signal to noise ratio and structural similarity index to evaluate the performance
of the compression factors and the quality of the compressed images. Further-
more, the operation counts and computational complexity are also provided.
Finally, we present some numerical experiments about some real world image
dataset to show the feasibility of our proposed algorithm.
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Can Neural ODE learn correctly?

Bing-Ze Lu* and Yen-Hsi Richard Tsaif
*National Cheng Kung University,
f Oden Institute for Computational Engineering and Sciences,
University of Texas at Austin

In this talk, I will introduce Neural ODEs—a powerful framework that blends
traditional numerical methods with deep learning by using them to define loss
functions. One of the core applications of this approach is uncovering the under-
lying dynamics of a system from discrete observational data. For autonomous

d
differential systems of the form d—x = f(z), the key idea is to approximate

the unknown function f(z) with a trainable neural network. By numerically
integrating this system, we can then measure the mismatch between model pre-
dictions and observed data at selected time points.

In the first part of my presentation, I'll explore structural aspects of the
learned dynamics, with a focus on rotational behavior and emerging patterns.
I’'ll compare one-step and multi-step integration methods, highlighting that
while minimizing the loss function often yields promising results, it doesn’t
always guarantee an accurate representation of the system’s true behavior. I'll
share our insights and conclude this section by proposing practical criteria for
choosing numerical integrators that better preserve the intrinsic structure of the
original dynamics.

The second part will examine the influence of noise on model learning. I'll
show how different noise levels can distort the inferred dynamics and compare
the performance of models trained on noisy versus clean data.
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Approximation Algorithms for Data Center
Networks Design

Sun-Yuan Hsieh
Department of Computer Science and Information Engineering,
Institute of Medical Informatics
Institute of Manufacturing Information and Systems
National Cheng Kung University, Taiwan

The network design of the data center has a huge impact on the computing
power of large-scale artificial intelligence language models. In this talk we intro-
duce two data center network design issues. Given a metric graph G = (V, E, w),
a center ¢ € V | and an integer k, the Star k-Hub Center Problem is to find
a depth-2 spanning tree T of G rooted by c¢ such that ¢ has exactly k children
and the diameter of T' is minimized. Those children of ¢ in T" are called hubs.
A similar problem called the Single Allocation k-Hub Center Problem is
to find a spanning subgraph H* of G such that (i) C* is a clique of size k in
H*; (i) V\C* forms an independent set in H*; (iii) each v € V\C*is adja-
cent to exactly one vertex in C*; and (iv) the diameter D(H*) is minimized.
The vertices selected in C* are called hubs and the rest of vertices are called
non-hubs. Both Star k-Hub Center Problem and Single Allocation k-
Hub Center Problem are NP-hard and have applications in transportation
system, telecommunication system, and post mail system. In this talk, we give
5/3-approximation algorithms for both problems. Moreover, we prove that for
any € > 0, the Star k-Hub Center Problem has no (1.5 — ¢)-approximation
algorithm unless P = NP. Under the assumption P # NP, for any € > 0 the
Single Allocation k-Hub Center Problem has no (4/3 — ¢)-approximation
algorithm.
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Discontinuity Networks: A KAN-Inspired
Approach to Approximating Discontinuous
Functions

Yu-Chen Shu
Department of Mathematics and Miin Wu School of Computing,
National Cheng Kung University, Taiwan

In this talk, I will discuss the approximation capabilities of Kolmogorov—Arnold
Networks (KANs) and Multi-Layer Perceptrons (MLPs). We demonstrate that
these two architectures are nearly equivalent in their ability to approximate
continuous functions, depending on the choice of activation functions. Leverag-
ing the flexibility of activation function design in KANs, we introduce a novel
discontinuity network inspired by the structure of KANs. We will present a con-
vergence analysis of this network and support our findings with corresponding
numerical results.
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A Representation of Approximation Functions as
Convolutional Neural Networks and Probing the
Corresponding Extension

Chien-Chang Yen
Mathematics, Fu Jen Catholic University

In this talk, the approach of approximation functions is regarded as con-
volutional neural networks (CNN). Meanwhile, the hidden layers represents a
construction of bases and the functional values appear in the last dense layer.
Such CNN representation seems an extension of approximation by generalizing
polynomials to be activation functions. Finally, we further probe the behavior
of the effectness of this extension using ReLu activation functions.
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A Review of the Progress on the
Kolmogorov-Arnold Theorem and Its Connection
to KAN Neural Networks

Ming-Cheng Shiue
Department of Applied Mathematics,
National Yang Ming Chiao Tung University, Taiwan

The Kolmogorov-Arnold Representation Theorem (KAT) is a foundational
result in mathematical analysis that states any multivariate continuous function
can be represented as a superposition of continuous univariate functions and
a finite number of additions. This theorem has played a crucial role in the
development of function approximation theories and has recently gained renewed
interest as the theoretical backbone of Kolmogorov-Arnold Networks (KANs).
In this talk, I will review the historical development and refinements of the
Kolmogorov-Arnold Theorem and present the approximate capability of the
KANS.
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Title: Learning Dynamics and Convergences in Multiagent Systems

Abstract :
From a perspective of designing or engineering for opinion formation games in
social networks, the opinion maximization (or minimization) problem has been
studied mainly for designing seeding algorithms that aim at selecting a subset of
nodes to control their opinions. We first define a two—player zero—sum
Stackelberg game of competitive opinion optimization by letting the player under
study as the leader minimize the sum of expressed opinions by doing so—called
“internal opinion design” , knowing that the other adversarial player as the
follower is to maximize the same objective by also conducting her own internal
opinion design. We furthermore consider multiagent learning, specifically using
the Optimistic Gradient Descent Ascent, and analyze its convergence to equilibria
with a fast convergence rate in the simultaneous—game version of competitive
opinion optimization. In another line of previous work, designing learning
dynamics has been considered for linear Arrow—Debreu market equilibria. Since
Jain reduced equilibrium computation in linear Arrow—Debreu markets to the
equilibrium computation in “bijective” markets, we have designed a partially —
distributed alternating algorithm for reaching linear bijective market equilibrium,
based on solving the rational convex program formulated by Devanur et al., with a
convergence rate that is improvable. Thus, we adapt the Optimistic Gradient
Descecnt Ascent for a modified program of Devanur et al. with Lagrange
multipliers and show converges to market equilibria with bounds of O (1/T~0.5)
on the last—iterate convergence rate, where T is the number of iterations, while
yet another very recent related work enjoying its proposed distributed dynamics
did not consider convergence rates.
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Beyond Conventional Dispatching Rules:
End-to-End Deep Reinforcement Learning for
Dynamic Scheduling

Chien-Liang Liu
Department of Industrial Engineering and Management
National Yang Ming Chiao Tung University

Dispatching rules like SPT and FIFO have anchored dynamic scheduling
for decades, offering fast, easily implemented p olicies e ven under real-time dis-
ruptions, such as machine breakdowns or last-minute job arrivals. However,
these heuristics typically rely on static priority measures and may struggle with
more complex interdependencies and multi-objective constraints in modern pro-
duction lines. This presentation ventures beyond those methods by demon-
strating an end-to-end deep reinforcement learning (DRL) framework tailored
for dynamic scheduling problems. Specifically, we illustrate h ow advanced ac-
tor—critic algorithms and graph-based neural networks (e.g., graph convolutional
or graph attention networks) can unify disjunctive graph models (capturing
machine-sharing conflicts) with t emporal p recedence c onstraints, t hereby pro-
ducing adaptive scheduling policies directly from data. The result is a sys-
tem that handles real-time disruptions and optimizes performance metrics like
makespan and machine utilization across diverse, fast-evolving shop floors. Em-
pirical comparisons with dispatching rules and metaheuristics show the benefits
of this data-driven, end-to-end approach, including robustness, scalability, and
superior adaptability to stochastic environments. We conclude by highlighting
future avenues for heterogeneous graph neural networks and DRL to further
advance the real-world applicability of dynamic scheduling.
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Title: ONE—=BIT DIFFRACTION TOMOGRAPHY

Abstract:

The compressive sensing (CS) framework is proposed to address the burden of
analog—to—digit converters. One—bit CS is the extreme case where only the sign
of the measurements are recorded.

A few years ago, we proposed null initializations as one initialization scheme for
phase retrieval reconstruction. The null initialization can be regarded as one—bit
measurements.

In this talk, we shall present a noise—robust framework for 1—bit diffraction
tomography, a novel imaging approach that relies on intensity —only binary
measurements obtained through coded apertures.

The proposed reconstruction scheme leverages random matrix theory and shifted
inverse power iteration, to effectively recover 3D object structures under high—
noise conditions.

Proper preconditioners are employed to improve the convergence speed of the
tomographic phase retrieval.
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Title: Last two pieces of puzzle for un—solvability of a system of two
quadratic (in) equalities

Abstract:

Given two quadratic functions \( f(x) = xrT Ax + 2a~T x + a_0\) and \(g(x) =
x~T Bx + 2b~T x + b_0 ,\) each associated with either the strict inequality
$(<0)$; non—strict inequality ($\le0$): or the equality ($=09%), it is a
fundamental question to ask whether or not the joint system has a solution? For
homogeneous quadratic systems ($a=b=0,~a_0=b_0=09%), starting from Finsler's
lemma in 1936 until Yuan's alternative lemma in 1990, all combinations of the
un—solvability for $\{x\in \mathbb {R} ~n \colon x~\top Ax \star O\}\cap \{x\in
\mathbb {R}~n

\colon x~\top Bx \# O\}\subset\{O\},$ where $\star$ and $\#$ can be any of
$\{< \le,=\},$ have been shown to possess either a positive definite or a positive
semi—definite matrix pencil of $AS$ and $B.$ Extensions to non—homogeneous
quadratic systems $\{x\in \mathbb{R}~n \colon f(x) \star O\}\cap \{x\in
\mathbb{R}~n \colon g(x) \# O\} =\emptyset$ have been done for several cases
already. There remains two challenging cases still open: the non—homogeneous
Calabi Theorem which determines when

S\{f(x) =0\}\cap\{ g(x) =0\} =\emptyset$:; and the non—homogeneous (strict)
Finsler lemma to determine whether $\{f(x)\leO\}\cap\{g(x) =0\} =\emptyset.$
The talk provides the answers to both.
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Some meaningful Hermitian solutions of
anti-Riccati matrix equation arising in anti-LQR
problem

Chun-Yueh Chiang
Center for Fundamental Sciences,
National Formosa University, Huwei 632, Taiwan.

In this talk, we consider a class of conjugate discrete-time Riccati equations
(CDARE), arising originally from the linear quadratic regulation problem for
discrete-time antilinear systems. Recently, we have proven the existence of the
maximal solution to the CDARE with a nonsingular control weighting matrix
within the framework of a constructive method. Our contribution in the work is
to find another meaningful Hermitian solution, which h as received little atten-
tion in this field. M oreover, we show t hat certain extremal solutions cannot be
simultaneously attained, and almost (anti-)stabilizing solutions coincide with
some extremal solutions. We expected that our theoretical results presented in
this work will play an important role in optimal control problems for discrete-
time antilinear systems.
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The Hidden Power of Mathematics

Yi-Ming Huang
Taiwan Semiconductor Manufacturing Company, Ltd.
ymhuang82@gmail.com

Mathematics is often seen as an abstract discipline, but its impact extends
beyond equations and theorems. In this talk, I will share my journey from
mathematics, through statistics, to industry, reflecting on how mathematical
thinking has shaped my problem-solving skills, decision-making, and career de-
velopment. While I don’t use advanced mathematics daily, the structured way
of thinking I developed through my studies remains invaluable. I will also dis-
cuss key lessons learned along the way and advise mathematics freshmen and
soon-to-be graduates as they prepare for their careers.

Additionally, I will highlight the crucial role of mathematics in machine
learning and share concrete examples of how I have applied mathematical con-
cepts to solve real-world problems. No matter where your career takes you, I
hope this talk provides valuable insights into how mathematical training can be
a powerful and versatile tool—even in unexpected ways.
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