CHAPTER 4, ADDITIONAL APPLICATION OF THE DERIVATIVES

4.2 INCREMENTS, DEFFERENTIAL AND LINEAR APPROXIMATION

Definition.

(1) Ay = f(z + Az) — f(x) is the increment of f from x to x + Az,
(2) df = f'(x)dx is the differential of f at x if f is differentiable at z,
(3) f(z + Ax) = f(x) + f'(z)Az is the linear appeoximation of f near x.

Example.

(1) Vi+zatz=0,
(2) 1223 at z = 125,
(3) Example 3 p.228. V(z) = £(302% — 2%) at = 5, Aw = + 4.

Absolute and Relative Error.

Definition.

(1) Absolute error = |f(x + Az) — f(z) = f'(x)dz|,
(2) Relative error = Absolute error /Value.

Example. As in (3) % = 3%2)‘_#

Error of Linear Approximation.

Example.
(1) 23 at z = 1, Az = 0.1,
(2) V1+z.

Differential. df = f'(x)dx

Example.

(1) d(z™) = nz" du,
d(sinx) = cosxzdz,
d(e*) = edx
y =322 — 222, dy = (6z — 32'/?)dx,
u = sin®t — cos 2t, du = (2 cos 2t + 2sin 2t)dt,
w = ze* dw = (1+z) 2dz.
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4.3 INCREASING AND DECREASING FUNCTIONS, MEAN VALUE THEOREM

Theorem. (Mean Value Theorem [M.V.T]) Suppose that f is continuous on [a,b] and
differentiable on (a, b), then there is a ¢ € (a,b) such that f'(¢) = W, or f(b)—f(a) =
f'(c)(b—a)

Theorem. (Rolle’s Theorem) Suppose that f is continuous on |a,b] and differentiable on
(a,b) and f(a) = f(b),then there is a ¢ € (a,b) such that f'(c) = 0.

Proof. Since f is continuous on [a, b, Let xas, z,, be a maximum, minimum point of f on
[a, b].

(1) If one of zpr, xy, is in (a,b), then we have a local extrmum point, so f’ is zero there.
(2) Both zps,x,, are boundary point, since f(a) = f(b), which means that f is a
constant function.

Proof of M.V.T.. Let g(x) = f(a) + W(az —a) and let h(z) = f(x) — g(z). Then
h(a) = 0 = h(b), so by Rolle’s theorem, there is a ¢ € (a,b) such that h'(¢) — 0. Which
implies that f'(c) — W =0.

Example.
(1) zz — % on [0, 1],
(2) 1— 2% on [-1,1].

Corollary. Suppose that f satisfies the condition in (M.V.T) and f'(x) = 0 on (a,b),
then f is a constant function on [a, b).

Corollary. Suppose that f, g satisfy the condition in (M.V.T) and f'(z) = ¢'(x) on (a,b),
then f(z) = g(x) + K on [a,b).

Example. f'(z) = 6e**, and f(0) =7

Corollary. Suppose that f satisfies the condition in (M.V.T) and f'(z) < (>)0 on (a,b),
then f is a decreasing (increasing) function on |a, b|.

Example.

(1) 2 — 4z + 5,

(2) e +x — 2 =0 has exactly one real root,
(3) 3z — 423 — 1222 + 5,

(4) sinz < z

4.4 THE FIRST DERIVATIVE TEST AND APPLICATION

Theorem. Suppose that f is continuous on I and differentiable on I — {c}

(1) If f'(z) < 0 for x < ¢ near ¢ and f'(z) > 0 for x > ¢ near ¢, then f(c) is a local
minimum value.
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(2) If f'(z) > 0 for x < ¢ near ¢ and f'(z) < 0 for x > ¢ near c, then f(c) is a local
maximum value.

(3) If f'(x) < 0 for x # c near c or f'(x) > 0 for © # ¢ near ¢, then f(c) is neither a
local minimum value nor a local maximum value.

Example.
(1) 223 — 322 — 362 + 7,
(2) %= on (0,00),
(3) z+ 2 on (0,00),
(4) Example 4 p.250 V = 125, A = 8r% + 27rh,
(5) Example 5 p.251 L = 4cscf + 2sech.

Theorem. Suppose that f is continuous on I and differentiable on I — {c}

(1) If f'(x) < 0 forx < ¢ and f'(x) > 0 for x > ¢, then f(c) is a global minimum value.
(2) If f'(x) > 0 for x < ¢ and f'(x) < O for x > ¢, then f(c) is a global maximum
value.

4.5 SIMPLE CURVE SKETCHING

Key points.

(1) Critical points.
(2) Intervals of increasing and decreasing.
(3) limg—4oo-

Example.

(1) 23 — 27z,
(2) 8x° — bzt — 2023,
(3) x3[2% — 2z — 6],

Solution of equations.

(1) 2% — 3z +1 =0,
(2) 2% — 32 +2 =0,
(3) 2 —=3x+3=0.

4.6 HIGHER DERIVATIVE TEST AND CONCAVITY

Definition.

(1) Concave upward= band upward= Convex

f(b) — f(a)

fla)+ 55—

(c—a) > f(c) (convex)

for all a,b,c € I such that a < ¢ < b.
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(2) Concave downward= band downward= Concave

f(b) — f(a)

b—a (c—a) < flo) (concave)

fla) +

for all a,b,c € I such that a < ¢ < b.

Theorem. f is convex on I iff a,b,c € I such that a < ¢ < b, either of the following is

true:
f(C) f(a)

f(b) f(a)
(C) f(a)

a) > f(c) + f“’) f@( —o),
b) f(a)-i—f(c) f(a)(b a)'

=
I
~~
9
|\/ \YA\Y;

Proof. Each of them are equivalent to
fla)(b—c)+ f(b)(c —a) = f(c)(b— a).

Theorem. If f is convex on I, then f is continuous on I.

Theorem. If f is differentiable on I, then the following conditions are equivalent:
(1) f is convex on I,
(2) For all a,x € I , we have f(a) + f'(a)(x —a) < f(x),
(3) f’ in nondecreasing on I.

Proof.
(1) implies (3). For a < x < b, by (1) we have f(b) Z(a) > f(xi Z(a) and % >
f(bl)):g(a) (b) > f(bl)):g(a) (a) < f(bl)):i(a)'

. Let z — b~ we get f’ and let x — at we get f’
(3) implies (1). Suppose that for some a < ¢ < b such that f(c) > f(a)+ W(C—a),
then we get f(b) f(a) > f(bg (9 and f(c()::z:(a) > f(bg:l’:(a). Now by M.V.T. there exist

de (a,c)e (c b) such that

which is a contradiction to (3)

(2) implies (3). For a < b, by (2) we have f'(a) < W < f(b).

(3) implies (2). Assume that for some a < b such that f(b) < f(a) + f'(a)(b — a), that
means f'(a) > W, then by M;V; T, there exists ¢ € (a,b) such that f'(a) > f'(c).
Which is a contradiction to (3).

If f exists, then (3) is equivalent to f(x) > 0, so we have the following theorem.
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Theorem. If f” exists on I, then f is convex iff f”(x) > 0 on I.

Theorem. (Second derivative test)

(1) Suppose that f” > 0 on I and f’(c) = o, then f(c) is the minimum value of f on
1.

(2) Suppose that f” <0 on I and f'(c) = o, then f(c) is the maximum value of f on
1.

Example.
(1) x3 — 322 + 3,
(2) Example 4 p.269 V = 22y = 500 minimize A.

Inflection point. c is an inflection point of f if f is concave upward on one side of ¢ but
concave downward on the other side of c.

Example.
(1) (23: — 333 —1)e™
(2) 8 — 2027,
(3) 4933 + 3,
(4) Example 8 p.276 2% — zy + y? = 9.

4.7 CURVE SKETCHING AND ASYMPOTE

Vertical asymptote. = = a is a vertical asymptote of y = f(x) if

hm f(z) = too.

1‘—>CL

1 T
Example. (1""—2)2’ (1,_'_—2)2

Horizontal asymptote. y = L is a horizotal asymptote of y = f(x) if

lim f(x) =

r—Fo00

Example
5_gx
1) 35751
(2) V .’L’j‘ a— \/Ev
(3) (lﬁ_eea:)27
(4) e % sin 2z,
(5) %,
(6) (1,_,_2)27
( ) 2—|—1‘—1‘2



6 CHAPTER 4, ADDITIONAL APPLICATION OF THE DERIVATIVES

Slant asymptote. y = mz + b is an slant asymptote of y = f(z) if

lim [f(z)— (mz+b)] =0.

r—Fo00

Example. V22 — 1.

Key points of sketching.

(1) f'(z) for critical point, local maximum, local minmum, interval of increasing, de-
creasing.

(2) f7(z) for concave upward, downward, and point of inflection.

(3) Asymptotes.

(4) z-intercept, y-intercept.

(5) Symmetry. f(—x) = f(x) even function symmetry with respect to y-axis. f(—z) =
—f(x) odd function, symmetry with respect to origin.

1’2+1’—1
r—1

Example.
4.9 INDETERMINATE FORMS, L’HOPITAL’S RULE
Theorem. Suppose that f(a) =0 = g(a) and f, g are differentiable near a. If
/
lim f/ (z)
v—a g'(z)

then

) _
Jim, () L.

Theorem. (Cauchy’s Generalize Mean Value Theorem) Suppose that f,g are contiuous
on [a,b] and differentiable on (a,b), then there is ¢ € (a,b) such that

f'(e)(g(b) = g(a)) = ¢'(c)(f(b) — f(a)).
Proof of L’Hopital’s Rule. (1) a € R,
fl@) . f@) = fla)

. _ o 40
aga) "o @) —g@) e gle)

By the Cauchy’s Generalize Mean Value Theorem we hav the second equality , and since

c is between a, x, we get the last equality. (2) if @ = £o00 change variable x = %

Example.
: e —1
(1) limg o0 &5,

: l—x+Inx
(2) hmx—)l 14+cosmx?

(3) lim, o 2%,
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Theorem. Suppose that lim,_., f(x) = co = lim,_,, g(z) and f, g are differentiable near

a. If )
lim f/ () =
z—a g'()
then
lim M = L.
z—a g(z)
Example.

In 2z
Inx °

(1) limg— o0
(2) z%e~2.

Magnanitute of ¢ and Inz.

Theorem.

(1) limy—eo & =0,

(2) limg o BE =

4.10 MORE INDETERMINATE FORMS

(1) 0-00 limyoox-In i—:

(2) oo — o0 limgygt — <=, lim, oo (V2?2 + 32 — z).
(3) 1% limg_o(cos ).

(4) 00 liml’—>0+ xtanxa hmx—>oo(1 + %)1’ = €.






