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Abstract
In this article we investigate an IVP for a class of primitive equations. We propose a new topological

approach to prove the existence of at least one classical solution and at least two nonnegative classical
solutions. The arguments are based upon recent theoretical results.

1 Introduction

In this paper we investigate the Cauchy problem for the primitive equations of the nemo ocean model

∂p
∂x3

= pg(t, x, p, U, T, S, ρ),

∇ · U = 0,

∂T
∂t = −∇ · (TU) +DT (t, x, p, U, T, S, ρ) + FT (t, x, p, U, T, S, ρ),

∂S
∂t = −∇ · (SU) +DS(t, x, p, U, T, S, ρ) + FS(t, x, p, U, T, S, ρ),

ρ = TSp, t > 0, x = (x1, x2, x3) ∈ R3,

p(0, x) = p0(x), x ∈ R3,

U(0, x) = U0(x), x ∈ R3,

T (0, x) = T0(x), x ∈ R3,

S(0, x) = S0(x), x ∈ R3,

(1)

where p is the pressure, T is the potential temperature, S is the salinity, ρ is the in sity density, g is the
gravitational acceleration, DT and DS are the parameterization of small-scale physics for temperature and

salinity, respectively, FT and FS are surface forcing terms, ∇ =
(

∂
∂x1

, ∂
∂x2

, ∂
∂x3

)
, t is the time.

The ocean component of NEMO has been developed from the OPA model. This model has been used
for a wide range of applications, both regional or global, as a forced ocean model and as a model coupled
with the sea-ice and/or athmosphere.
Effi cient numerical solvers for the primitive equations of the ocean are investigated in [8]. The authors

derive numerical approximation of this model by the orthogonal sub-scales method via finite elements dis-
cretization. Numerical investigations are done in [1]. Classical solutions for a class of Hamilton-Jacobi
equations, a class of Broer-Kaup equations and a class of incompressible incompressible Navier-Stokes equa-
tions are obtained in [3]. To the best of our knowledge the mathematical studies for existence of classical
solutions for the IVP (1) are not known. Our aim in this paper is to ensure conditions for the parameters of
(1) so that (1) has at least one and at least two nonnegative classical solutions.
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238 Classical Solutions for Primitive Equations

(H1) p0, U0, T0, S0 ∈ C1(R3), 0 ≤ p0, U0, T0, S0 ≤ B on R3 for some positive constant B.

(H2) g,DT , FT , DS , FS ∈ C([0,∞)× R8),

0 ≤ |g(t, x, u1, u2, u3, u4, u5)| ≤ a0(t, x) +

5∑
k=1

ak(t, x)|uk|pk ,

0 ≤ |DT (t, x, u1, u2, u3, u4, u5)| ≤ b0(t, x) +

5∑
k=1

bk(t, x)|uk|qk ,

0 ≤ |FT (t, x, u1, u2, u3, u4, u5)| ≤ c0(t, x) +

5∑
k=1

ck(t, x)|uk|rk ,

0 ≤ |DS(t, x, u1, u2, u3, u4, u5)| ≤ d0(t, x) +

5∑
k=1

dk(t, x)|uk|sk ,

0 ≤ |FS(t, x, u1, u2, u3, u4, u5)| ≤ e0(t, x) +

5∑
k=1

ek(t, x)|uk|pk ,

(t, x, u1, u2, u3, u4, u5) ∈ [0,∞) × R8, aj , bj , cj , dj , ej ∈ C([0,∞) × R3), 0 ≤ aj , bj , cj , dj , ej ≤ B, j ∈
{0, 1, 2, 3, 4, 5}, on [0,∞)× R3.

In addition, we suppose

(H3) there exist a nonnegative function g ∈ C([0,∞) × R3), g > 0 on (0,∞) × (R3\({(0, x2, x3)} ∪
{(x1, 0, x3)} ∪ {(x1, x2, 0)})), x1, x2, x3 ∈ R, and a positive constant A such that

23(1 + t)

3∏
j=1

(1 + |xj |)
∫ t

0

∣∣∣∣∫ x

0

g(t1, s)ds

∣∣∣∣ dt1 ≤ A, (t, x) ∈ J × Rn,

where
∫ x
0

=
∫ x1
0

∫ x2
0

∫ x3
0
, ds = ds3ds2ds1.

In the last section we will give an example for functions and constants that satisfy (H1)—(H3).
Our main results for existence of classical solutions of the IVP (1) are as follows.

Theorem 1 Suppose (H1)—(H3). Then the IVP (1) has at least one solution u ∈ C1([0,∞)× R3).

Theorem 2 Suppose (H1)—(H3). Then the IVP (1) has at least two nonnegative solutions u1, u2 ∈ C([0,∞)×
R3).

The paper is organized as follows. In the next section, we give some auxiliary results. In Section 3 we
prove Theorem 1. In Section 4, we prove Theorem 2. In Section 5, we give an example to illustrate our main
results. A conclusion is done in Section 6.

2 Preliminary Results

Below, assume that X is a real Banach space. Now, we will recall the definitions of compact and completely
continuous mappings in Banach spaces.

Definition 1 Let K : M ⊂ X → X be a map. We say that K is compact if K(M) is contained in a compact
subset of X. K is called a completely continuous map if it is continuous and it maps any bounded set into
a relatively compact set.
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To prove our existence result we will use the following fixed point theorem. Its proof can be found in [4]
or [5].

Theorem 3 Let E be a Banach space, Y a closed, convex subset of E, U be any open subset of Y with
0 ∈ U . Consider two operators T and S, where

Tx = ε x, x ∈ U,
for ε > 1 and S : U → E be such that

(i) I − S : U → Y continuous, compact and

(ii) {x ∈ U : x = λ(I − S)x, x ∈ ∂U} = ∅, for any λ ∈
(
0, 1ε

)
.

Then there exists x∗ ∈ U such that
Tx∗ + Sx∗ = x∗.

Definition 2 Let X and Y be real Banach spaces. A map K : X → Y is called expansive if there exists a
constant h > 1 for which one has the following inequality

‖Kx−Ky‖Y ≥ h‖x− y‖X
for any x, y ∈ X.
Now, we will recall the definition for a cone in a Banach space.

Definition 3 A closed, convex set P in X is called a cone if

1. αx ∈ P for any α ≥ 0 and for any x ∈ P,

2. x,−x ∈ P implies x = 0.

Denote P∗ = P\{0}. The next result is a fixed point theorem which we will use to prove existence of at
least two nonnegative global classical solutions of the IVP (1). For its proof, we refer the reader to [2] and
[6].

Theorem 4 Let P be a cone of a Banach space E; Ω a subset of P and U1, U2 and U3 three open bounded
subsets of P such that U1 ⊂ U2 ⊂ U3 and 0 ∈ U1. Assume that T : Ω→ P is an expansive mapping, S : U3 →
E is a completely continuous map and S(U3) ⊂ (I−T )(Ω). Suppose that (U2\U1)∩Ω 6= ∅, (U3\U2)∩Ω 6= ∅,
and there exists u0 ∈ P∗ such that the following conditions hold:
(i) Sx 6= (I − T )(x− λu0), for all λ > 0 and x ∈ ∂U1 ∩ (Ω + λu0),

(ii) there exists ε ≥ 0 such that Sx 6= (I − T )(λx) for all λ ≥ 1 + ε, x ∈ ∂U2 and λx ∈ Ω,

(iii) Sx 6= (I − T )(x− λu0), for all λ > 0 and x ∈ ∂U3 ∩ (Ω + λu0).

Then T + S has at least two non-zero fixed points x1, x2 ∈ P such that
x1 ∈ ∂U2 ∩ Ω and x2 ∈ (U3 \ U2) ∩ Ω

or
x1 ∈ (U2 \ U1) ∩ Ω and x2 ∈ (U3 \ U2) ∩ Ω.

For convenience, we set X1 = C1([0,∞)× R3) and suppose that it is endowed with the norm

‖u‖1 = sup

{
sup

(t,x)∈[0,∞)×R3
|u(t, x)|, sup

(t,x)∈[0,∞)×R3
|uxj (t, x)|,

sup
(t,x)∈[0,∞)×R3

|ut(t, x)|, j ∈ {1, 2, 3}
}
,

provided it exists. Let X = X5
1 be endowed with the norm

‖(u1, u2, u3, u4, u5)‖ = max{‖uj‖1, j ∈ {1, 2, 3, 4, 5}}.
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3 Proof of Theorem 1

For (p, U, T, S, ρ) ∈ X, define the operators

S11(p, U, T, S, ρ)(t, x) = p(t, x)− p0(x) +

∫ t

0

(
− ∂p

∂t
(s, x) +

∂p

∂x3
(s, x)

−p(s, x)g(s, x, p(s, x), U(s, x), T (s, x), S(s, x), ρ(s, x))

)
ds,

S21(p, U, T, S, ρ)(t, x) = U(t, x)− U0(x) +

∫ t

0

−∂U
∂t

(s, x) +

3∑
j=1

Uxj (s, x)

 ds,

S31(p, U, T, S, ρ) = T (t, x)− T0(x)−
∫ t

0

(
−

3∑
j=1

(TU)xj (s, x)

+DT (s, x, p(s, x), U(s, x), T (s, x), S(s, x), ρ(s, x))

+FT (s, x, p(s, x), U(s, x), T (s, x), S(s, x), ρ(s, x))

)
ds,

S41(p, U, T, S, ρ) = S(t, x)− S0(x)−
∫ t

0

(
−

3∑
j=1

(SU)xj (s, x)

+DS(s, x, p(s, x), U(s, x), T (s, x), S(s, x), ρ(s, x))

+FS(s, x, p(s, x), U(s, x), T (s, x), S(s, x), ρ(s, x))

)
ds,

S1(p, U, T, S, ρ)(t, x) =

(
S11(p, U, T, S, ρ), S21(p, U, T, S, ρ),

S31(p, U, T, S, ρ), S41(p, U, T, S, ρ), O

)
,

for (t, x) ∈ [0,∞)× R3. Here O is the zero operator. Let

B1 = max

{
2

(
2B +B2 +

4∑
k=1

B2+pk +B2+3p5

)
, 4B,(

2B + 5B2 +

4∑
k=1

B1+qk +

4∑
k=1

B1+rk +B1+3q5 +B1+3r5

)
,(

2B + 5B2 +

4∑
k=1

B1+sk +

4∑
k=1

B1+tk +B1+3s5 +B1+3t5

)}
.

Lemma 1 Suppose (H1) and (H2). If (p, U, T, S, ρ) ∈ X satisfies the equation

S1(p, U, T, S, ρ)(t, x) = 0, (t, x) ∈ [0,∞)× R3,

then it is a solution to the IVP (1).
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Proof. We have
S11(p, U, T, S, ρ)(t, x) = 0, S21(p, U, T, S, ρ)(t, x) = 0,

S31(p, U, T, S, ρ)(t, x) = 0, S41(p, U, T, S, ρ)(t, x) = 0, (t, x) ∈ [0,∞)× R3.

Consider the first equation, i.e.,

0 = p(t, x)− p0(x) +

∫ t

0

(
− ∂p

∂t
(s, x) +

∂p

∂x3
(s, x)

−p(s, x)g(s, x, p(s, x), U(s, x), T (s, x), S(s, x), ρ(s, x))

)
ds, (t, x) ∈ [0,∞)× R3,

which we differentiate with respect to t and we get

0 =
∂p

∂t
(t, x)− ∂p

∂t
(t, x) +

∂p

∂x3
(t, x)

−p(t, x)g(t, x, p(t, x), U(t, x), T (t, x), S(t, x), ρ(t, x)),

for (t, x) ∈ [0,∞)× R3, or

0 =
∂p

∂x3
(t, x)− p(t, x)g(t, x, p(t, x), U(t, x), T (t, x), S(t, x), ρ(t, x)),

for (t, x) ∈ [0,∞)× R3. Now, we put t = 0 and we find

p(0, x) = p0(x), x ∈ R3.

As above, one can get the other equations of (1). This completes the proof.

Lemma 2 Suppose (H1)—(H2). If (p, U, T, S, ρ) ∈ X, ‖(p, U, T, S, ρ)‖ ≤ B, then

|g(t, x, p(t, x), U(t, x), S(t, x), ρ(t, x))| ≤ B +

4∑
k=1

B1+pk +B1+3p5 ,

|DT (t, x, p(t, x), U(t, x), S(t, x), ρ(t, x))| ≤ B +

4∑
k=1

B1+qk +B1+3q5 ,

|FT (t, x, p(t, x), U(t, x), S(t, x), ρ(t, x))| ≤ B +

4∑
k=1

B1+rk +B1+3r5 ,

|DS(t, x, p(t, x), U(t, x), S(t, x), ρ(t, x))| ≤ B +

4∑
k=1

B1+sk +B1+3s5 ,

|FS(t, x, p(t, x), U(t, x), S(t, x), ρ(t, x))| ≤ B +

4∑
k=1

B1+tk +B1+3t5 ,

|Sj1u(t, x)| ≤ B1(1 + t), (t, x) ∈ [0,∞)× Rn,

for j ∈ {1, 2, 3, 4, 5}.
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Proof. We have, using that ρ = TSp,

|g(t, x, p(t, x), U(t, x), S(t, x), ρ(t, x))|
≤ a0(t, x) + a1(t, x)|p(t, x)|p1 + a2(t, x)|U(t, x)|p2

+b3(t, x)|T (t, x)|p3 + b4(t, x)|S(t, x)|p4 + b5(t, x)|ρ(t, x)|p5

≤ B +

4∑
k=1

B1+pk +B1+3p5 , (t, x) ∈ [0,∞)× R3.

As in above, we get the estimates for DT , FT , DS , FS . Next,

|S11(p, U, T, S, ρ)(t, x)| =

∣∣∣∣p(t, x)− p0(x) +

∫ t

0

(
− ∂p

∂t
(s, x) +

∂p

∂x3
(s, x)

−p(s, x)g(s, x, p(s, x), U(s, x), T (s, x), S(s, x), ρ(s, x))

)
ds

∣∣∣∣
≤ |p(t, x)|+ p0(x) +

∫ t

0

(∣∣∣∣∂p∂t (s, x)

∣∣∣∣+

∣∣∣∣ ∂p∂x3 (s, x)

∣∣∣∣
+|p(s, x)||g(s, x, p(s, x), U(s, x), T (s, x), S(s, x), ρ(s, x))|

)
ds

≤ B +B +

∫ t

0

(
B +B +B2 +

4∑
k=1

B2+pk +B2+3p5

)
ds

= 2B +

(
2B +B2 +

4∑
k=1

B2+pk +B2+3p5

)
t

≤ 2

(
2B +B2 +

4∑
k=1

B2+pk +B2+3p5

)
(1 + t)

≤ B1(1 + t), (t, x) ∈ [0,∞)× R3.

As in above, one can get the estimates for S21 , S
3
1 , S

4
1 and S

5
1 . This completes the proof.

For (p, U, T, S, ρ) ∈ X, define the operator

S2(p, U, T, S, ρ)(t, x) =

∫ t

0

∫ x

0

(t− t1)
3∏
j=1

(xj − sj)g(t1, s)S1u(t1, s)dsdt1,

for (t, x) ∈ [0,∞)× R3.

Lemma 3 Suppose (H1)—(H3). If (p, U, T, S, ρ) ∈ X and ‖(p, U, T, S, ρ)‖ ≤ B, then

‖S2(p, U, T, S, ρ)‖ ≤ AB1.
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Proof. We have

|S12(p, U, T, S, ρ)(t, x)| =

∣∣∣∣ ∫ t

0

∫ x

0

(t− t1)
3∏
j=1

(xj − sj)g(t1, s)S
1
1u(t1, s)dsdt1

∣∣∣∣
≤

∫ t

0

∣∣∣∣ ∫ x

0

(t− t1)
3∏
j=1

|xj − sj |g(t1, s)|S11(p, U, T, S, ρ)(t1, s)|ds
∣∣∣∣dt1

≤ B1(1 + t)223
3∏
j=1

|xj |
∫ t

0

∣∣∣∣ ∫ x

0

g(t1, s)ds

∣∣∣∣dt1
≤ B12

3(1 + t)2
3∏
j=1

(1 + |xj |)
∫ t

0

∣∣∣∣ ∫ x

0

g(t1, s)ds

∣∣∣∣dt1
≤ AB1, (t, x) ∈ [0,∞)× R3,

∣∣∣∣ ∂∂tS2(p, U, T, S, ρ)(t, x)

∣∣∣∣ =

∣∣∣∣ ∫ t

0

∫ x

0

3∏
j=1

(xj − sj)g(t1, s)S
1
1(p, U, T, S, ρ)(t1, s)dsdt1

∣∣∣∣
≤

∫ t

0

∣∣∣∣ ∫ x

0

3∏
j=1

|xj − sj |g(t1, s)|S11(p, U, T, S, ρ)(t1, s)|ds
∣∣∣∣dt1

≤ B1(1 + t)23
3∏
j=1

|xj |
∫ t

0

∣∣∣∣ ∫ x

0

g(t1, s)ds

∣∣∣∣dt1
≤ B12

3(1 + t)2
3∏
j=1

(1 + |xj |)
∫ t

0

∣∣∣∣ ∫ x

0

g(t1, s)ds

∣∣∣∣dt1
≤ AB1, (t, x) ∈ [0,∞)× R3,

and ∣∣∣∣ ∂∂xk S12(p, U, T, S, ρ)(t, x)

∣∣∣∣ =

∣∣∣∣ ∫ t

0

∫ x

0

(t− t1)
3∏

j=1,j 6=k
(xj − sj)g(t1, s)S

1
1(p, U, T, S, ρ)(t1, s)dsdt1

∣∣∣∣
≤

∫ t

0

∣∣∣∣ ∫ x

0

(t− t1)
3∏

j=1,j 6=k
|xj − sj |g(t1, s)|S11(p, U, T, S, ρ)(t1, s)|ds

∣∣∣∣dt1
≤ B1(1 + t)23

3∏
j=1,j 6=k

|xj |
∫ t

0

∣∣∣∣ ∫ x

0

g(t1, s)ds

∣∣∣∣dt1
≤ B12

3(1 + t)2
n∏
j=1

(1 + |xj |)
∫ t

0

∣∣∣∣ ∫ x

0

g(t1, s)ds

∣∣∣∣dt1
≤ AB1, (t, x) ∈ J × R3, k ∈ {1, 2, 3}.

As above, ∣∣∣Sj2(p, U, T, S, ρ)(t, x)
∣∣∣ ≤ AB1,

∣∣∣∣ ∂∂tSj2(p, U, T, S, ρ)(t, x)

∣∣∣∣ ≤ AB1,∣∣∣∣ ∂∂xk Sj2(p, U, T, S, ρ)(t, x)

∣∣∣∣ ≤ AB1, (t, x) ∈ [0,∞)× R3,
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for j ∈ {2, 3, 4, 5} and k ∈ {1, 2, 3}. Thus,

‖S2(p, U, T, S, ρ)‖ ≤ AB1.

This completes the proof.

Lemma 4 Suppose (H1), (H2) and let g ∈ C([0,∞) × R3) be a nonnegative function. If (p, U, T, S, ρ) ∈ X
satisfies the equation

S2(p, U, T, S, ρ)(t, x) = 0, (t, x) ∈ [0,∞)× R3, (2)

then (p, U, T, S, ρ) is a solution to the IVP (1).

Proof. We differentiate two times with respect to t and with respect to xk, k ∈ {1, 2, 3}, the equation (2)
and we find

g(t, x)S1(p, U, T, S, ρ)(t, x) = 0, (t, x) ∈ [0,∞)× R3,

whereupon
S1(p, U, T, S, ρ)(t, x) = 0,

(t, x) ∈ (0,∞) × (R3\({(0, x2, x3)} ∪ {(x1, 0, x3)} ∪ {(x1, x2, 0)})), x1, x2, x3 ∈ R. Since S1(p, U, T, S, ρ) is
continuous, we have

0 = lim
t→0

S1(p, U, T, S, ρ)(t, x)

= S1(p, U, T, S, ρ)(0, x)

= lim
x1→0

S1(p, U, T, S, ρ)(t, x1, x2, x3)

= S1(p, U, T, S, ρ)(t, 0, x2, x3)

= lim
x2→0

S1(p, U, T, S, ρ)(t, x1, x2, x3)

= S1(p, U, T, S, ρ)(t, x1, 0, x3)

= lim
x3→0

S1(p, U, T, S, ρ)(t, x1, x2, x3)

= S1(p, U, T, S, ρ)(t, x1, x2, 0).

Consequently
S1(p, U, T, S, ρ)(t, x) = 0, (t, x) ∈ [0,∞)× R3.

Hence and Lemma 1, we conclude that (p, U, T, S, ρ) is a solution to the IVP (1). This completes the proof.

Below, suppose

(H4) ε > 1, A and B satisfy the inequalities εB1(1 +A) < 1 and AB1 < 1.

Let Ỹ denote the set of all equi-continuous families in X with respect to the norm ‖ · ‖. Let also, Y = Ỹ
and

U = {u ∈ Y : ‖u‖ < B and if ‖u‖ ≥ B

2
, then u(0, x) >

B

2
, x ∈ R3}.
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For u ∈ U and ε > 1, define the operators

T (u)(t, x) = εu(t, x),

S(u)(t, x) = u(t, x)− εu(t, x)− εS2(u)(t, x), t ≥ 0, x ∈ R3.

For u ∈ U , we have

‖(I − S)(u)‖ = ‖εu+ εS2(u)‖ ≤ ε‖u‖+ ε‖S2(u)‖ ≤ εB1 + εAB1.

Thus, S : U → X is continuous and (I − S)(U) resides in a compact subset of Y . Now, suppose that there
is a u ∈ ∂U so that

u = λ(I − S)(u)

or
u = λε (u+ S2(u)),

for some λ ∈
(
0, 1ε
)
. Then, using that S2(u)(0, x) = 0 and ‖u‖ = B, we get u(0, x) > B

2 , x ∈ R
3, and

u(0, x) = λε(u(0, x) + S2(u)(0, x)) = λεu(0, x), x ∈ R3,

whereupon λε = 1. This is a contradiction. Consequently

{u ∈ U : u = λ1(I − S)(u), u ∈ ∂U} = ∅

for any λ1 ∈
(
0, 1ε
)
. Then, from Theorem 3, it follows that the operator T + S has a fixed point u∗ ∈ Y .

Therefore

u∗(t, x) = T (u∗)(t, x) + S(u∗)(t, x)

= εu∗(t, x) + u∗(t, x)− εu∗(t, x)− εS2(u∗)(t, x), t ≥ 0, x ∈ R3,

whereupon
S2(u

∗)(t, x) = 0, t ≥ 0, x ∈ R3.

From here, u∗ is a solution to the problem (1). From here and from Lemma 4, it follows that u is a solution
to the IVP (1). This completes the proof.

4 Proof of Theorem 2

Let X be the space used in the previous section. Suppose

(H5) Let m > 0 be large enough and A, B, r, L, R1 be positive constants that satisfy the following
conditions

r < L < R1, ε > 1, R1 >

(
2

5m
+ 1

)
L,

AB1 <
L

5
.

For u = (u1, u2, u3, u4, u5) ∈ X, we will write u ≥ 0 if uj ≥ 0, j ∈ {1, 2, 3, 4, 5}. Let

P̃ = {u = (p, U, T, S, ρ) ∈ X : u ≥ 0 on [0,∞)× R3}.

With P we will denote the set of all equi-continuous families in P̃ . For v = (p1, U1, T1, S1, ρ1) ∈ X, define
the operators

T1v(t) = (1 +mε)v(t)−
(
ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10

)
,
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S3v(t) = −εS2v(t)−mεv(t)−
(
ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10

)
,

for t ∈ [0,∞). Note that any fixed point v = (p, U, T, S, ρ) ∈ X of the operator T1 + S3 is a solution to the
IVP (1). Define

U1 = Pr = {v = (p, U, T, S, ρ) ∈ P : ‖v‖ < r},
U2 = PL = {v = (p, U, T, S, ρ) ∈ P : ‖v‖ < L},
U3 = PR1

= {v = (p, U, T, S, ρ) ∈ P : ‖v‖ < R1},

R2 = R1 +
A

m
B1 +

L

5m
,

Ω = PR2 = {v = (p, U, T, S, ρ) ∈ P : ‖v‖ ≤ R2}.

1. For v1 = (p1, U1, T1, S1, ρ1), v2 = (p2, U2, T2, S2, ρ2) ∈ Ω, we have

‖T1v1 − T1v2‖ = (1 +mε)‖v1 − v2‖,

whereupon T1 : Ω→ X is an expansive operator with a constant h = 1 +mε > 1.

2. For v = (p, U, T, S, ρ) ∈ PR1
, we get

‖S3v‖ ≤ ε‖S2v‖+mε‖v‖+ ε
L

10
≤ ε
(
AB1 +mR1 +

L

10

)
.

Therefore S3(PR1
) is uniformly bounded. Since S3 : PR1

→ X is continuous, we have that S3(PR1
) is

equi-continuous. Consequently S3 : PR1
→ X is a 0-set contraction.

3. Let v1 = (p, U, T, S, ρ) ∈ PR1
. Set

v2 = v1 +
1

m
S2v1 +

(
L

5m
,
L

5m
,
L

5m
,
L

5m
,
L

5m

)
.

Note that S2v1 +
(
L
5m ,

L
5m ,

L
5m ,

L
5m ,

L
5m

)
≥ 0 on [0,∞)× R3. We have v2 ≥ 0 on [0,∞)× R3 and

‖v2‖ ≤ ‖v1‖+
1

m
‖S2v1‖+

L

5m
≤ R1 +

A

m
B1 +

L

5m
= R2.

Therefore v2 ∈ Ω and

−εmv2 = −εmv1 − εS2v1 −
(
ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10

)
−
(
ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10

)
or

(I − T1)v2 = −εmv2 +

(
ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10

)
= S3v1.

Consequently S3(PR1
) ⊂ (I − T1)(Ω).

4. Assume that for any u0 = (p0, U0, T0, S0, ρ0) ∈ P∗ there exist λ ≥ 0 and x = (p, U, T, S, ρ) ∈ ∂Pr ∩
(Ω + λu0) or x ∈ ∂PR1

∩ (Ω + λu0) such that

S3x = (I − T1)(x− λu0).
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Then

−εS2x−mεx−
(
ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10

)
= −mε(x− λu0) +

(
ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10

)
or

−S2x = λmu0 +

(
L

5
,
L

5
,
L

5
,
L

5
,
L

5

)
.

Hence,

‖S2x‖ =

∥∥∥∥λmu0 +
L

5

∥∥∥∥ > L

5
.

This is a contradiction.

5. Suppose that for any ε1 ≥ 0 small enough there exist a x1 = (p, U, T, S, ρ) ∈ ∂PL and λ1 ≥ 1 + ε1 such
that λ1x1 ∈ PR1

and

S3x1 = (I − T1)(λ1x1). (3)

In particular, for ε1 > 2
5m , we have x1 ∈ ∂PL, λ1x1 ∈ PR1

, λ1 ≥ 1 + ε1 and (3) holds. Since x1 ∈ ∂PL
and λ1x1 ∈ PR1

, it follows that (
2

5m
+ 1

)
L < λ1L = λ1‖x1‖ ≤ R1.

Moreover,

−εS2x1 −mεx1 −
(
ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10

)
= −λ1mεx1 +

(
ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10
, ε
L

10

)
,

or

S2x1 +

(
L

5
,
L

5
,
L

5
,
L

5
,
L

5

)
= (λ1 − 1)mx1.

From here,

2
L

5
≥
∥∥∥∥S2x1 +

(
L

5
,
L

5
,
L

5
,
L

5
,
L

5

)∥∥∥∥ = (λ1 − 1)m‖x1‖ = (λ1 − 1)mL,

and
2

5m
+ 1 ≥ λ1,

which is a contradiction.

Therefore all conditions of Theorem 2 hold. Hence, the IVP (1) has at least two solutions u1 =
(p1, U1, T1, S1, ρ1) and u2 = (p2, U2, T2, S2, ρ2) so that

‖u1‖ = L < ‖u2‖ < R1 or r < ‖u1‖ < L < ‖u2‖ < R1.
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5 An Example

Below, we will illustrate our main results. Let

B = 1, p1 = q2 = r3 = s4 = t5 = 2,

p2 = p3 = p4 = p5 = q1 = q3 = q4 = q5 = 0,

r1 = r2 = r4 = r5 = s1 = s2 = s3 = s5 = 0,

t1 = t2 = t3 = t4 = 0,

and
R1 = 10, L = 5, r = 4, m = 1050, A =

1

5B1
, ε = 10.

Then
B1 = max{4, 16, 17} = 17.

Note that (H4) holds. Next,

r < L < R1, ε > 0, R1 >

(
2

5m
+ 1

)
L, AB1 <

L

5
,

i.e., (H5) holds. Take

h(s) = log
1 + s11

√
2 + s22

1− s11
√

2 + s22
, l(s) = arctan

s11
√

2

1− s22 , s ∈ R, s 6= ±1.

Then

h′(s) =
22
√

2s10(1− s22)
(1− s11

√
2 + s22)(1 + s11

√
2 + s22)

,

l′(s) =
11
√

2s10(1 + s20)

1 + s40
, s ∈ R, s 6= ±1.

Therefore
−∞ < lim

s→±∞
(1 + s+ s2)h(s) <∞ and −∞ < lim

s→±∞
(1 + s+ s2)l(s) <∞.

Hence, there exists a positive constant C1 so that

(1 + s+ s2)3

(
1

44
√

2
log

1 + s11
√

2 + s22

1− s11
√

2 + s22
+

1

22
√

2
arctan

s11
√

2

1− s22

)
≤ C1,

for s ∈ R. Note that lim
s→±1

l(s) = π
2 and by [7, pp. 707, Integral 79], we have∫

dz

1 + z4
=

1

4
√

2
log

1 + z
√

2 + z2

1− z
√

2 + z2
+

1

2
√

2
arctan

z
√

2

1− z2 .

Let

Q(s) =
s10

(1 + s44)(1 + s+ s2)2
, s ∈ R,

and
g1(t, x) = Q(t)Q(x1)Q(x2)Q(x3), t ∈ [0,∞), x ∈ R3.

Then there exists a constant C > 0 such that

23(1 + t)2
3∏
j=1

(1 + |xj |)
∫ t

0

∣∣∣∣ ∫ x

0

g1(t1, x1)dx1

∣∣∣∣∣dt1 ≤ C, (t, x) ∈ [0,∞)× R3.



S. Georgiev and G. Davidi 249

Let

g(t, x) =
A

C
g1(t, x), (t, x) ∈ [0,∞)× R3.

Then

23(1 + t)2
3∏
j=1

(1 + |xj |)
∫ t

0

∣∣∣∣ ∫ x

0

g(t1, y1)dy1

∣∣∣∣∣dt1 ≤ A, (t, x) ∈ [0,∞)× R3,

i.e., (H3) holds. Therefore for the IVP

∂p

∂x3
=

p3

1 + x21
∇ · U = 0
∂T

∂t
= −∇ · (TU) +

U2

1 + x82
+

T 2

1 + x63
∂S

∂t
= −∇ · (SU) +

S2

1 + x21 + x42
+

ρ2

1 + x21

ρ = TSp, t > 0, x = (x1, x2, x3) ∈ R3,

p(0, x) =
1

1 + x81
, x ∈ Rn,

U(0, x) =
1

1 + x82
, x ∈ R3,

T (0, x) =
1

1 + x83
, x ∈ R3,

S(0, x) =
1

1 + 2x41
, x ∈ R3 x ∈ R,

are fulfilled all conditions of Theorem 1 and Theorem 2.

6 Conclusions

In this paper, a class of primitive equations is investigated for existence of at least one classical solution and
for existence of at least two nonnegative classical solutions. The main idea for the proof of the main results
is as follows. Firstly, we give an integral representation of the solutions of the considered equations. Then
we define suitable integral operators so that any fixed point of the sum of these operators is a solution of
the considered problem. Using these operators and suitable fixed point theorems, we prove existence and
nonuniqueness of the solutions. The proposed technique in this paper can be used for investigations for
existence of solutions of initial value problems and boundary value problems for different classes of ordinary
and partial differential equations.
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