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Abstract

In this paper, we consider vibrating equation of wave type in one-dimensional bounded domain with
complementary past history and fractional damping controls. We establish well-posedness and asymptotic
stability results for the system under some conditions imposed into the relaxation functions.

1 Introduction

In this paper, we are concerned with the well-posedness, smoothness and asymptotic behavior of the solution
of the following wave equation

(P )

utt(x, t)− uxx(x, t) +
∫∞

0
g(s)uxx(t− s) ds+ γ∂α,ηt u(x, t) = 0 in (0, 1)× (0,+∞),

u(0, t) = u(1, t) = 0 on (0,+∞),
u(x, 0) = u0(x), ut(x, 0) = u1(x) on (0, 1),

where g is a positive non-increasing function defined on IR+, γ > 0. u0 and u1 are given initial data. The
infinite integral term in (P ) and γ∂α,ηt u represent, respectively, the past history (infinite memory) and the
fractional damping. The notation ∂α,ηt stands for the generalized Caputo’s fractional derivative of order α,
(0 < α ≤ 1), with respect to the time variable (see [6]). It is defined as follows

∂α,ηt u(t) =

{
ut(t) for α = 1, η ≥ 0,

1
Γ(1−α)

∫ t
0
(t− s)−αe−η(t−s) du

ds (s) ds, for 0 < α < 1, η ≥ 0.

During the last few years, many people have been interested in the question of stability of wave equation
with various kinds of (internal or boundary) dampings. To focus on our motivation, let us mention here only
some known results related to the stabilization with finite or infinite memory controls (for further results
of stabilization, we refer the reader to the list of references of this paper, which is not exhaustive, and the
references therein).
In the absence of an internal fractional damping (i.e γ = 0) and g satisfies

∃δ1, δ2 > 0 : −δ1g(s) ≤ g′(s) ≤ −δ2g(s), ∀s ∈ IR+,

the authors of [5] proved that (P ) is exponentially stable.
If g satisfies

∃δ > 0,∃p ∈]1, 3/2[: g′(s) ≤ −δ2g
p(s), ∀s ∈ IR+,

it was proved in [9] that (P ) is polynomially stable.
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46 Wave Equation with Past History and Fractional Damping Controls

In the presence of fractional damping, the linear wave equation with the generalized Caputo fractional
derivatives has been considered by Ammari et al. in [2]. More precisely, they studied the following problem utt(x, t)−∆u(x, t) + γ∂α,ηt u(x, t) = 0 in Ω× (0,+∞),

u(x, t) = 0 on ∂Ω× (0,+∞),
u(x, 0) = u0(x), ut(x, 0) = u1(x) on Ω.

The authors proved well-posedness and polynomial asymptotic stability as t−2/(1−α) (for η > 0). To the
best of our knowledge, a linear wave equation with infinite memory and internal fractional damping has not
been studied yet.
Our goals in this paper are: Investigating the effect of each control on the asymptotic behavior of the

solutions of (P ) and on the decay rate of its energy and giving an explicit and general characterization of
the decay rate depending on the growth of g and α.
The paper is organized as follows. In section 2, we give preliminary results and we reformulate the

problem (P ) into an augmented system by coupling the viscoelastic wave equation with a suitable diffusion
equation. Then, we convert the system into an evolution equation in an appropriate Hilbert space and prove
the well-posedness of our problem by semigroup theory. In section 3, we study asymptotic stability of above
model and we establish for a smooth solution an uniform decay estimate for η 6= 0. Furthermore, when
η = 0, we prove that the energy of the system decays polynomially to zero like as 1/t.

2 Preliminary Results and Well-Posedness

The integral term represents a history term with kernel g satisfying the following hypothesis:

(H)


g : IR+ → IR+ is a non-increasing differentiable function such that lims→0+ g(s)
exists and there exists c > 0 such that

g′(s) ≤ −cg(s).

Furthermore, we assume that 1− g0 > 0, where g0 =
∫ +∞

0
g(s) ds.

In this section we reformulate (P ) into an augmented system. For that, we need the following proposition.

Proposition 1 (see [8]) Let µ be the function:

µ(ξ) = |ξ|(2α−1)/2, −∞ < ξ < +∞, 0 < α < 1. (1)

Then the relationship between the ‘input’U and the ‘output’O of the system

∂tφ(ξ, t) + (ξ2 + η)φ(ξ, t)− U(t)µ(ξ) = 0, −∞ < ξ < +∞, η ≥ 0, t > 0, (2)

φ(ξ, 0) = 0, (3)

O(t) = (π)−1 sin(απ)

∫ +∞

−∞
µ(ξ)φ(ξ, t) dξ, (4)

where U ∈ C0([0,+∞)), is given by
O = I1−α,ηU, (5)

where

[Iα,ηf ](t) =
1

Γ(α)

∫ t

0

(t− τ)α−1e−η(t−τ)f(τ) dτ.

We shall need the following lemma in all Sections.

Lemma 1 (see [1]) If λ ∈ Dη = IC\]−∞,−η], then∫ +∞

−∞

µ2(ξ)

λ+ η + ξ2 dξ =
π

sinαπ
(λ+ η)α−1.
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We introduce, as in [5], the new variables

ν(x, t, s) = u(x, t)− u(x, t− s).

This functional satisfies ∂tν + ∂sν − ut = 0 in ]0, 1[×IR+ × IR+,
ν(0, t, s) = ν(1, t, s) = 0 in IR+ × IR+,
ν(x, t, 0) = 0 in ]0, 1[×IR+.

(6)

In order to convert our problem to a system of first-order ordinary differential equations, we note the
following:

ν0(x, s) = ν(x, 0, s),

U = (u, ut, ν, φ)

and
U0 = (u0, u1, ν

0, 0).

Then (P ) is equivalent to the following abstract system:

Ut = AU, U(0) = U0, (7)

where A : D(A) ⊂ H → H is defined by

A


u
v
ν
φ

 =


v(

1−
∫∞

0
g(s) ds

)
uxx +

∫∞
0
g(s)νxx ds− ζ

∫ +∞
−∞ µ(ξ)φ(x, ξ)dξ

v − ∂sν
−(ξ2 + η)φ+ v(x)µ(ξ)

 , (8)

where ζ = (π)−1 sin(απ)γ.
We introduce the following phase space (the energy space):

H = H1
0 (0, 1)× L2(0, 1)×H∗ × L2((0, 1)× (−∞,+∞)), (9)

where

H∗ =

{
f : IR+ → H1

0 (0, 1),

∫ 1

0

∫ ∞
0

g(s)|fx(s)|2 ds dx < +∞
}
. (10)

The domain D(A) of A is defined by

D(A) = {U ∈ H\AU ∈ H, ν(x, t, 0) = 0, |ξ|φ ∈ L2((0, 1)× (−∞,+∞))}.

H is a Hilbert spaces equipped with the inner product defined by

〈U, Ũ〉H =

∫
Ω

(
vṽ +

(
1−

∫ ∞
0

g(s) ds

)
uxũx

)
dx+

∫ 1

0

∫ +∞

0

g(s)νx(s)ν̃x(s) ds dx

+ζ

∫ 1

0

∫ +∞

−∞
φφ̃ dξdx.

Now, the domain of D(A) is dense in H and a simple computation implies that, for U ∈ D(A),

<〈AU,U〉H = −1

2
<
∫ 1

0

g(s)

∫ +∞

0

∂s|∂xν|2 ds dx− ζ
∫ 1

0

∫ +∞

−∞
(ξ2 + η)|φ(x, ξ)|2 dξ dx.

Integration by parts, using (H1) and the boundary conditions in (6), yields

<〈AU,U〉H =
1

2

∫ 1

0

g′(s)

∫ +∞

0

|∂xν|2 ds dx− ζ
∫ 1

0

∫ +∞

−∞
(ξ2 + η)|φ(x, ξ)|2 dξ dx (11)
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and then, because the kernel g is non-increasing,

<〈AU,U〉H ≤ 0.

This implies that A is a dissipative operator. Next, we prove that λI − A is surjective. Let F =
(f1, f2, f3, f3) ∈ H. We prove the existence of U = (u, v, ν, φ) ∈ D(A) solution of the equation

(λI −A)U = F. (12)

Equation (12) is equivalent to
λu− v = f1,

λv −
(
1−

∫∞
0
g(s) ds

)
uxx −

∫∞
0
g(s)νxx ds+ ζ

∫ +∞
−∞ µ(ξ)φ(x, ξ) dξ = f2,

λν − v + ∂sν = f3,

λφ+ (ξ2 + η)φ− v(x)µ(ξ) = f4.

(13)

The first equation of (13) gives
v = λu− f1 ∈ H1

0 (0, 1). (14)

The last equation of (13) gives

φ =
f4(x, ξ) + µ(ξ)v(x)

ξ2 + η + λ
=

f4(x, ξ)

ξ2 + η + λ
+
λu(x)µ(ξ)

ξ2 + η + λ
− f1(x)µ(ξ)

ξ2 + η + λ
. (15)

The third equation of (13) and (14) give

∂sν + λν = λu− f1 + f3.

By integrating this differential equation and using the fact that ν(x, 0) = 0, we get

ν =
1

λ
(1− e−λs)(λu− f1) +

∫ s

0

eλ(τ−s)f3(τ) dτ. (16)

Inserting (14) into (13)2, we get

λ2u−
(

1−
∫ ∞

0

g(s) ds

)
uxx −

∫ ∞
0

g(s)νxx ds+ ζ

∫ +∞

−∞
µ(ξ)φ(x, ξ)dξ = λf1 + f2. (17)

Inserting (15) and (16) into (17), we get

(λ2 + γλ(λ+ η)α−1)u−
(

1−
∫ ∞

0

g(s)e−λs ds

)
uxx

= γ(λ+ η)α−1f1 + λf1 + f2 − ζ
∫ +∞

−∞

f4(x, ξ)µ(ξ)

ξ2 + η + λ
dξ − 1

λ

∫ ∞
0

g(s)(1− e−λs) dsf1xx

+

∫ ∞
0

g(s)

∫ s

0

eλ(τ−s)f3xx(τ) dτ ds. (18)

Solving equation (18) is equivalent to finding u ∈ D(A) such that

a(u,w) = L(w) ∀w ∈ H1
0 (0, 1), (19)

where the sesquilinear form a : [H1
0 (0, 1)×H1

0 (0, 1)]→ IC and the antilinear form L : H1
0 (0, 1)→ IC are defined

by

a(u,w) =

∫ 1

0

((λ2 + γλ(λ+ η)α−1)uw +

(
1−

∫ ∞
0

g(s)e−λs ds

)
uxwx) dx,
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L(w) =

∫ 1

0

(γ(λ+ η)α−1f1 + λf1 + f2)w dx− ζ
∫ 1

0

∫ +∞

−∞

µ(ξ)

ξ2 + η + λ
f4(x, ξ) dξw dx

+
1

λ

∫ ∞
0

g(s)(1− e−λs) ds
∫ 1

0

f1xwx dx−
∫ ∞

0

g(s)

∫ s

0

eλ(τ−s)
∫ 1

0

f3x(τ)wx dx dτ ds.

It is easy to verify that a is continuous and coercive, and L is continuous. So applying the Lax-Milgram
theorem, we deduce that for all w ∈ H1

0 (0, 1) problem (19) admits a unique solution u ∈ H1
0 (0, 1). Applying

the classical elliptic regularity, it follows from (18) that u ∈ H2(0, 1). Therefore, the operator λI − A is
surjective for any λ > 0. Consequently, using Hille-Yosida theorem, we have the following result.

Theorem 1 (Existence and uniqueness)

(1) If U0 ∈ D(A), then system (7) has a unique strong solution

U ∈ C0(IR+, D(A)) ∩ C1(IR+,H).

(2) If U0 ∈ H, then system (7) has a unique weak solution

U ∈ C0(IR+,H).

3 Stability of the System

3.1 Strong Stability of the System

In this subsection, we use a general criteria of Arendt-Batty [3] and Lyubich-Vu [7] to show the strong
stability of the C0-semigroup etA associated to the system (P ) in the absence of the compactness of the
resolvent of A. Our main result in this part is the following theorem.

Theorem 2 The C0-semigroup etA is strongly stable in H, i.e, for all U0 ∈ H, the solution of (7) satisfies

lim
t→+∞

‖etAU0‖H = 0.

For the proof of Theorem 2: First we will prove that the operator A has no eigenvalues on the imaginary
axis. Then, we will establish that σ(A)∩ iIR is countable. The proof for Theorem 2 relies on the subsequent
lemmas.

Lemma 2 A does not have eigenvalues on iIR.

Lemma 3 We have
σ(A) ∩ {iλ, λ ∈ IR, λ 6= 0} = ∅.

Let us first prove Lemma 2.
Proof of Lemma 2. From (8) we get that (u, v, ν, φ)T ∈ Ker(A) ⊂ D(A) if and only if

−v = 0,

−
(
1−

∫∞
0
g(s) ds

)
uxx −

∫∞
0
g(s)νxx ds+ ζ

∫ +∞
−∞ µ(ξ)φ(x, ξ)dξ = 0,

−v + ∂sν = 0,

(ξ2 + η)φ− v(x)µ(ξ) = 0.

(20)

This implies that v = 0, φ = 0 and ∫ 1

0

g′(s)

∫ +∞

0

|∂xν|2 ds dx = 0.
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Due to hypothesis (H), it follows that ∫ 1

0

g(s)

∫ +∞

0

|∂xν|2 ds dx = 0.

This implies that
ν = 0.

Then, we have
u = cx+ c′.

As u(0) = u(1) = 0, we deduce that u = 0. Thus U = 0.
Let us suppose that there is λ ∈ IR, λ 6= 0 and U 6= 0, such that AU = iλU . Then, we get

iλu− v = 0,

iλv −
(
1−

∫∞
0
g(s) ds

)
uxx −

∫∞
0
g(s)νxx ds+ ζ

∫ +∞
−∞ µ(ξ)φ(x, ξ)dξ = 0,

iλν − v + ∂sν = 0,

iλφ+ (ξ2 + η)φ− v(x)µ(ξ) = 0.

(21)

Then, from (11) we have
φ ≡ 0 (22)

and
∂xν = 0. (23)

From (21)4 and (21)1, we have
u = v = 0. (24)

Hence, from (21)3 we obtain
ν = 0. (25)

Thus U = 0. This concludes the proof of Lemma 2.
Now, we prove Lemma 3.

Proof of Lemma 3. We will prove that the operator iλI −A is surjective for λ 6= 0. For this purpose, let
F = (f1, f2, f3, f4)T ∈ H, we seek U = (u, v, ν, φ)T ∈ D(A) solution of solution of the following equation

(iλ−A)U = F. (26)

Equivalently, we have the following system
iλu− v = f1,

iλv −
(
1−

∫∞
0
g(s) ds

)
uxx −

∫∞
0
g(s)νxx ds+ ζ

∫ +∞
−∞ µ(ξ)φ(x, ξ)dξ = f2,

iλν − v + ∂sν = f3,

iλφ+ (ξ2 + η)φ− v(x)µ(ξ) = f4.

(27)

The function u satisfies the following equation

(−λ2 + iγλ(iλ+ η)α−1)u−
(

1−
∫ ∞

0

g(s)e−iλs ds

)
uxx

= γ(iλ+ η)α−1f1 + iλf1 + f2 − ζ
∫ +∞

−∞

f4(x, ξ)µ(ξ)

ξ2 + η + iλ
dξ

− 1

iλ

∫ ∞
0

g(s)(1− e−iλs) dsf1xx +

∫ ∞
0

g(s)

∫ s

0

eiλ(τ−s)f3xx(τ) dτ ds. (28)
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Then ∫ 1

0

((−λ2 + iγλ(iλ+ η)α−1)uw +

(
1−

∫ ∞
0

g(s)e−iλs ds

)
uxwx) dx

=

∫ 1

0

(γ(iλ+ η)α−1f1 + iλf1 + f2)w dx− ζ
∫ 1

0

∫ +∞

−∞

µ(ξ)

ξ2 + η + iλ
f4(x, ξ) dξw dx

+
1

iλ

∫ ∞
0

g(s)(1− e−iλs) ds
∫ 1

0

f1xwx dx−
∫ ∞

0

g(s)

∫ s

0

eiλ(τ−s)
∫ 1

0

f3x(τ)wx dx dτ ds

for all w ∈ H1
0 (0, 1). We can rewrite (28) as

B(u,w) = l(w), ∀w ∈ H1
0 (0, 1), (29)

where
B(u,w) = B1(u,w) + B2(u,w)

with

(∗)
{
B1(u,w) =

∫ 1

0
((iγλ(iλ+ η)α−1)uw +

(
1−

∫∞
0
g(s)e−iλs ds

)
uxwx) dx,

B2(u,w) = −
∫ 1

0
λ2uw dx,

and

l(w) =

∫ 1

0

(γ(iλ+ η)α−1f1 + iλf1 + f2)w dx− ζ
∫ 1

0

∫ +∞

−∞

µ(ξ)

ξ2 + η + iλ
f4(x, ξ) dξw dx

+
1

iλ

∫ ∞
0

g(s)(1− e−iλs) ds
∫ 1

0

f1xwx dx−
∫ ∞

0

g(s)

∫ s

0

eiλ(τ−s)
∫ 1

0

f3x(τ)wx dx dτ ds.

Let H−1(0, 1) be the dual space of H1
0 (0, 1). Let us define the following operators

(∗∗) B : H1
0 (0, 1)→ H−1(0, 1)

u 7→ Bu
Bi : H1

0 (0, 1)→ H−1(0, 1) i ∈ {1, 2}
u 7→ Biu

such that

(∗ ∗ ∗) (Bu)w = B(u,w), ∀w ∈ H1
0 (0, 1),

(Biu)w = Bi(u,w), ∀w ∈ H1
0 (0, 1), i ∈ {1, 2}.

We need to prove that the operator B is an isomorphism. For this aim, we divide the proof into three steps:
Step 1. In this step, we want to prove that the operator B1 is an isomorphism. For this aim, it is easy to
see that B1 is sesquilinear, continuous form on H1

0 (0, 1). Furthermore

<B1(u, u) =

(
1−

∫ ∞
0

g(s) cosλs ds

)
‖ux‖22 + γλ<

(
i(iλ+ η)α−1

)
‖u‖2

≥
(

1−
∫ ∞

0

g(s) ds

)
‖ux‖22,

where we have used the fact that

γλ<
(
i(iλ+ η)α−1

)
= ζλ2

∫ +∞

−∞

µ(ξ)2

λ2 + (η + ξ2)2
dξ > 0.

Thus B1 is coercive. Then, from (∗∗) and Lax-Milgram theorem, the operator B1 is an isomorphism.
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Step 2. In this step, we want to prove that the operator B2 is compact. For this aim, from (∗) and (∗ ∗ ∗),
we have

|B2(u,w)| ≤ c‖u‖L2(0,1)‖w‖L2(0,1),

and consequently, using the compact embedding from H1
0 (0, 1) to L2(0, 1) we deduce that B2 is a compact

operator. Therefore, from the above steps, we obtain that the operator B = B1 +B2 is a Fredholm operator
of index zero. Now, following Fredholm alternative, we still need to prove that the operator B is injective
to obtain that the operator B is an isomorphism.
Step 3. Let u ∈ ker(B), then

B(u,w) = 0 ∀w ∈ H1
0 (0, 1). (30)

In particular for w = u, it follows that

λ2‖u‖2L2(0,1) + iγλ(iλ+ η)α−1‖u‖2L2(0,1) =

(
1−

∫ ∞
0

g(s)e−iλs ds

)
‖ux‖2L2(0,1).

Hence, we have that iλ is an eigenvalue of the operator A. Then, according to Lemma 2, we deduce that
u = 0 and consequently Ker(B) = {0}. Finally, from Step 3 and Fredholm alternative, we deduce that
the operator B is isomorphism. It is easy to see that the operator l is a antilinear and continuous form on
H1

0 (0, 1). Consequently, (29) admits a unique solution u ∈ H1
0 (0, 1). By using the classical elliptic regularity,

we deduce that U ∈ D(A) is a unique solution of (26). Hence iλ−A is surjective for all λ ∈ IR∗.

3.2 Exponential Stability (for η 6= 0)
In order to establish the exponential energy decay rate, we need the following theorem.

Theorem 3 ([10]) Let S(t) be a C0-semigroup of contractions on Hilbert space with generator A. Then
S(t) is exponentially stable if and only if

ρ(A) ⊇ {iβ : β ∈ IR} ≡ iIR

and
lim
|β|→∞

‖(iβI −A)−1‖L(H) <∞.

Our main result is the following.

Theorem 4 The semigroup SA(t)t≥0 is exponentially stable, i.e. there exist positive constants M ≥ 1 and
ω > 0 independent of U0 such that

E(t) = ‖SA(t)U0‖2H ≤Me−ωt‖U0‖2D(A) ∀t ≥ 0.

Proof. Given F = (f1, f2, f3, f4)T ∈ H, let U = (u, v, ν, φ)T ∈ D(A) be the solution of the resolvent
equation (iλI −A)U = F , for λ ∈ IR, i.e.,

iλu− v = f1,

iλv −
(
1−

∫∞
0
g(s) ds

)
uxx −

∫∞
0
g(s)νxx ds+ ζ

∫ +∞
−∞ µ(ξ)φ(x, ξ)dξ = f2,

iλν − v + ∂sν = f3,

iλφ+ (ξ2 + η)φ− v(x)µ(ξ) = f4.

(31)

Taking the real part of the inner product of (iλI −A)U with U in H, we get

|Re〈AU,U〉H| ≤ ‖U‖H‖F‖H. (32)

Using (11), we deduce that

− 1

2

∫ 1

0

g′(s)

∫ +∞

0

|∂xν|2 ds dx+ ζ

∫ 1

0

∫ +∞

−∞
(ξ2 + η)|φ(ξ, x)|2 dξ dx ≤ ‖U‖H‖F‖H. (33)
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Using condition (H) into (33), we obtain∫ 1

0

g(s)

∫ +∞

0

|∂xν|2 ds dx ≤ ‖U‖H‖F‖H. (34)

Multiplying (31)3 by u in L2
g(IR+, H

1
0 ), then using the fact that ‖u‖2g = g0‖ux‖22, we get

g0‖ux‖22 =

∫ 1

0

∫ +∞

0

g(s)νxux ds dx+
1

iλ

∫ 1

0

∫ +∞

0

g(s)νsxux ds dx

− 1

iλ

∫ 1

0

∫ +∞

0

g(s)(f3 − f1)uxx ds dx. (35)

Using integration by parts, condition (H) and the fact that ν(x, 0) = 0, we get

1

iλ

∫ 1

0

∫ +∞

0

g(s)νsxux ds dx = − 1

iλ

∫ 1

0

∫ +∞

0

g′(s)νxux ds dx.

Applying Hölder’s inequality in L2(0, 1) and L2(0,+∞), then using (33) and that lims→0

√
g(s) exists, we

obtain ∣∣∣∣ 1λ
∫ 1

0

∫ +∞

0

g(s)νsxux ds dx

∣∣∣∣ ≤ lims→0

√
g(s)

|λ|

(∫ 1

0

∫ +∞

0

−g′(s)|νx|2 ds dx
)1/2

‖ux‖2

≤ C

|λ| (‖U‖H‖F‖H)1/2‖ux‖2. (36)

Using (34), we get∣∣∣∣∫ 1

0

∫ +∞

0

g(s)νxux ds dx

∣∣∣∣ ≤ g
1/2
0

(∫ 1

0

∫ +∞

0

g(s)|νx|2 ds dx
)1/2

‖ux‖2

≤ g
1/2
0 (‖U‖H‖F‖H)1/2‖ux‖2, (37)∣∣∣∣ 1λ

∫ 1

0

∫ +∞

0

g(s)(f3 − f1)uxx ds dx

∣∣∣∣ ≤ 1

|λ| (g
1/2
0 + g0)‖F‖H‖ux‖2. (38)

Using (35), (36), (37) and (38), we deduce that

‖ux‖22 ≤ C‖U‖H‖F‖H +
C

|λ|2 ‖U‖H‖F‖H +
C

|λ|2 ‖F‖
2
H. (39)

Multiplying (31)2 by u and integrating over (0, 1) we get

−λ2‖u‖22 +

(
1−

∫ ∞
0

g(s) ds

)
‖ux‖22 +

∫ 1

0

∫ ∞
0

g(s)νxux ds dx+ ζ

∫ 1

0

u

∫ +∞

−∞
µ(ξ)φ(x, ξ)dξ dx

=

∫ 1

0

(f2 + iλf1)u dx. (40)

Using Cauchy-Schwarz inequality, we get∣∣∣∣∫ 1

0

u

∫ +∞

−∞
µ(ξ)φ(x, ξ) dξ dx

∣∣∣∣ ≤ (∫ +∞

−∞

µ2(ξ)

ξ2 + η
dξ

) 1
2

‖u‖L2(0,1)

(∫ 1

0

∫ +∞

−∞
(ξ2 + η)|φ(x, ξ)|2 dx dξ

) 1
2

≤ 1√
ζ

(∫ +∞

−∞

µ2(ξ)

ξ2 + η
dξ

) 1
2

‖u‖L2(0,1)(‖U‖H‖F‖H)1/2. (41)
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Hence, from (31)1, (40), (39) and (41), we obtain

‖v‖L2(0,1) ≤ C‖U‖H‖F‖H + C ′‖F‖2H. (42)

Since η > 0, we have

‖φ‖2L2((0,1)×(−∞,∞)) ≤
1

η

∫ 1

0

∫ +∞

−∞
(ξ2 + η)|φ(x, ξ)|2 dξ dx ≤ c‖U‖H‖F‖H. (43)

Finally, by using (39), (42), (34) and (43), we get

‖(iλI −A)−1‖H ≤ C.

Applying Theorem 3, we obtain that
E(t) ≤Me−ωt‖U0‖2D(A).

3.3 Polynomial Stability (for η = 0)

3.3.1 Lack of Exponential Stability

Theorem 5 The semigroup generated by the operator A is not exponentially stable.

Proof. We shall show that iλ = 0 is not in the resolvent set of the operator A. Indeed, noting that
(x sinxπ, 0, 0, 0)T ∈ H, and denoting by (u, v, ν, φ)T the image of (x sinxπ, 0, 0, 0)T by A−1, we see that
φ(x, ξ) = −|ξ| 2α−52 x sinxπ. But, then φ 6∈ L2((0, 1) × (−∞,+∞)), since α ∈]0, 1[. So (u, v, ν, φ)T 6∈ D(A).

By Theorem 5, 0 is a spectral point. Therefore it is convenient to have the following generalization of
Theorem 3 at hand:

Theorem 6 ([4]) Let S(t) be a bounded C0-semigroup on a Hilbert space H with generator A. Assume that
σ(A) ∩ iIR = {0} and that there exist ϑ > 1 and υ > 0 such that

‖(isI −A)−1‖L(H) =

{
O(|s|−ϑ), s→ 0,
O(|s|υ), |s| → ∞.

Then there exist constants C, t0 > 0 such that for all t ≥ t0 and U0 ∈ D(A) ∩R(A) we have

‖eAtU0‖2 ≤ C
1

t
2
ς

‖U0‖2D(A)∩R(A),

where ς = max{ϑ, υ}.

Our main result is the following.

Theorem 7 The semigroup SA(t)t≥0 is polynomially stable and

E(t) = ‖SA(t)U0‖2H ≤ C
1

t
‖U0‖2D(A)∩R(A).

Now, from (31)4, we obtain

v(x)µ(ξ) = (iλ+ ξ2 + η)φ− f4(x, ξ). (44)

By multiplying (44) by (iλ+ ξ2 + η)−2|ξ|, we get

(iλ+ ξ2 + η)−2v(x)µ(ξ)|ξ| = (iλ+ ξ2 + η)−1|ξ|φ− (iλ+ ξ2 + η)−2|ξ|f4(x, ξ). (45)
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Hence, by taking absolute values of both sides of (45), integrating over the interval ]−∞,+∞[ with respect
to the variable ξ and applying Cauchy-Schwarz inequality, we obtain

S|v(x)| ≤
√

2U
(∫ +∞

−∞
ξ2|φ|2 dξ

) 1
2

+ 2V
(∫ +∞

−∞
|f4(x, ξ)|2 dξ

) 1
2

, (46)

where

S =

∣∣∣∣∫ +∞

−∞
(iλ+ ξ2 + η)−2|ξ|µ(ξ) dξ

∣∣∣∣ =
|1− 2α|

4

π

| sin (2α+3)
4 π|

|iλ+ η|
(2α−5)

4 ,

U =

(∫ +∞

−∞
(|λ|+ ξ2 + η)−2 dξ

) 1
2

= (
π

2
)1/2||λ|+ η|− 3

4 ,

V =

(∫ +∞

−∞
(|λ|+ ξ2 + η)−4|ξ|2 dξ

) 1
2

=
( π

16
||λ|+ η|− 5

2

)1/2

.

Thus, by using the inequality 2PQ ≤ P 2 +Q2, P ≥ 0, Q ≥ 0, again, we get

S2

∫ 1

0

|v(x)|2 dx ≤ 2U2

(∫ 1

0

∫ +∞

−∞
(ξ2 + η)|φ|2 dξ dx

)
+ 4V2

(∫ 1

0

∫ +∞

−∞
|f4(x, ξ)|2 dξ dx

)
. (47)

We deduce that For λ near 0, we have from (47)∫ 1

0

|v(x)|2 dx ≤ c|λ|1−α‖U‖H‖F‖H + c|λ|−α‖F‖2H, (48)

‖φ‖2 ≤ 2

∫ 1

0

|v(x)|2 dx
∫ +∞

−∞

µ2(ξ)

|iλ+ ξ2|2
dξ + 2

∫ 1

0

∫ +∞

−∞

|f4(x, ξ)|2

|iλ+ ξ2|2
dξ dx

≤ 4

∫ 1

0

|v(x)|2 dx
∫ +∞

−∞

µ2(ξ)

(|λ|+ ξ2)2
dξ + 4

∫ 1

0

∫ +∞

−∞

|f4(x, ξ)|2

(|λ|+ ξ2)2
dξ dx

≤ 4(1− α)
π

sinαπ
‖v‖2L2(0,1)|λ|(α−2) + 4|λ|−2‖f4‖2L2((0,1)×(−∞,+∞)). (49)

Then

‖φ‖2L2((0,1)×(−∞,+∞)) ≤ c|λ|−1‖U‖H‖F‖H + c|λ|−2‖F‖2H.

Finally, we deduce that

‖(iλI −A)−1‖H ≤
C

|λ|2 as λ→ 0.

Applying Theorem 6, we obtain that

E(t) ≤ C 1

t
‖U0‖2D(A)∩R(A).
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