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Abstract

In this article the bifurcation of periodic travelling wave solutions of nonlinear
fractional differential equation is studied by using Lyapunov-Schmidt reduction
and He’s fractional derivative. The fractional complex transform is used to convert
the fractional differential equation into partial differential equation. The reduced
equation corresponding to the main problem is found as a system of two nonlinear
algebraic equations. The existence of the linear approximation solutions of the
nonlinear fractional differential equation is discussed.

1 Introduction

Many of the nonlinear problems that appear in Mathematics and Physics can be written
in the operator equation form

F (x, λ) = b, x ∈ O ⊂ E, b ∈M, λ ∈ Rn (1)

where F is a smooth Fredholm map of index zero and E, M are Banach spaces and O
is open subset of E. For these problems, the method of reduction to finite dimensional
equation,

θ(ξ, λ) = β̃, ξ ∈ M̃, β̃ ∈ Ñ (2)

can be used, where M̃ and Ñ are smooth finite dimensional manifolds. A passage
from (1) into (2) (variant local scheme of Lyapunov-Schmidt) with the conditions that
equation (2) has all the topological and analytical properties of (1) (multiplicity, bi-
furcation diagram, etc) can be found in [1, 7, 12, 13]. Vainberg [7], Loginov [1] and
Sapronov [11—13] are dealing with equation (1) into equation (2) by using local method
of Lyapunov-Schmidt with the conditions that, equation (2) has all the topological and
analytical properties of equation (1) (multiplicity, bifurcation diagram, etc).
In recent years, researchers have been interested in the study of fractional differential

equations because they are of great importance in many fields. For example, these
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220 Lyapunov-Schmidt Reduction in the Study of Bifurcation Solutions

equations appear in physics, biology, finance, engineering, system identification, control
theory, fluid flow, fractional dynamics and signal processing. It has been the interest of
more researchers to find exact solutions for this type of equations using some analytical
methods such as the method of fractional sub-equations [9, 10], the first integral method
[2] and other methods. Li and He [14, 15] proposed the fractional complex transform
to transform fractional differential equations into partial differential equations so that
the last equations can be easily studied using the previous methods. In this paper we
studied the bifurcation of periodic travelling wave solutions of the following nonlinear
fractional differential equation using the local method of Lyapunov-Schmidt and He’s
fractional derivative
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+
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where, ∂α

∂tα is the He’s fractional derivative and α ∈ (0, 1].

THEOREM 1 ([8]). Suppose E and M are real Banach spaces and F (x, λ) is a
C1 map defined in a neighborhood U of a point (x0, λ0) with range in M such that
F (x0, λ0) = 0 and Fx(x0, λ0) is a linear Fredholm operator. Then all solutions (x, λ)
of F (u, λ) = 0 near (x0, λ0) (with λ fixed) are in one-to-one correspondence with the
solutions of a finite-dimensional system ofN1 real equations in a finite numberN0 of real
variables. Furthermore, N0 = dim(kerL) and N1 = dim(cokerL), (L = Fx(x0, λ0)).

DEFINITION 2 ([13]). The discriminate set Σ of equation (1) is defined to be the
union of all λ = λ̄ for which the equation (1) has degenerate solution x̄ ∈ O:

F (x̄, λ̄) = b, codim
(
Im

∂F

∂x
(x̄, λ̄)

)
> 0

where, Im is the image of the operator ∂F∂x (x̄, λ̄).

DEFINITION 3 ([3]). He’s fractional derivative is defined as

Dα
t f(t) =

1

Γ(n− α)

dn

dtn

∫ t

t0

(s− t)n−α−1(f0(s)− f(s))ds

where f0(x) is a known function.

The first step to study equation (3) by Lyapunov-Schmidt method is to convert
the equation into partial differential equation. By the following fractional complex
transformation [15]:

T =
tα

Γ(1 + α)
. (4)

Equation (3) is converted into the following partial differential equation:
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)2 = 0, w = w(y, t). (5)
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To study the travelling wave solutions of equation (5) we use the following transforma-
tion

u(x) = w(y, t), x = y − cT, c = κα (6)

where κ ∈ R is a constant and α is a parameter. By substituting (6) into equation (5),
equation (5) is reduced into fourth order nonlinear ODE

u′′′′ + λu′′ + u+ u2u′′ + u(u′)2 = 0, λ = 1 + κ2α2, ′ = d/dx. (7)

In this study we assume that u is a periodic function, u(x) = u(x + 2π). Abdul
Hussain [4-6] studied the bifurcation solutions of equation (7) using classical Lyapunov-
Schmidt method and modify Lyapunov-Schmidt method. In the next section we will
use the Local method of Lyapunov-Schmidt to reduce equation (7) into an equivalent
finite dimensional system of nonlinear algebraic equations.

2 Reduction to Bifurcation Equation

In order to study the bifurcation of periodic travelling wave solutions of equation (5)
it is convenient to set equation (7) in the form of operator equation,

F (u, λ) = u′′′′ + λu′′ + u+ u2u′′ + u(u′)2, (8)

where F : E → M is a nonlinear Fredholm operator of index zero, E = Π4([0, 2π], R)
is the space of all periodic continuous functions that have derivative of order at most
four, M = Π0([0, 2π], R) is the space of all periodic continuous functions, R is the real
space, u = u(x), x ∈ [0, 2π]. From this we note that the bifurcation solution of equation
(8) is equivalent to the bifurcation solution of operator equation

F (u, λ) = 0. (9)

Theorem 1 tells us that the solutions of equation (4) are equivalent to the so-
lutions of finite dimensional system with 2 = dim(kerFu(0, λ)) variables and 2 =
dim(cokerFu(0, λ)) equations. The first step in this reduction is to determines the
linearized equation corresponding to the equation (9), which is given by the follow-
ing equation. The first step in this reduction is to determine the linearized equation
corresponding to the equation (9), which is given by the following equation

Ah = 0, h ∈ E,

A =
∂F

∂u
(0, λ) =

d4

dx4
+ λ

d2

dx2
+ 1.

The periodic solution of linearized equation is given by

ep(x) = apsin(px) + bpcos(px), p = 1, 2, 3, ...

and the characteristic equation corresponding to this solution is

p4 − λp2 + 1 = 0.
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It follows that the point λ = 2 is a bifurcation point of equation (9). Localized para-
meter λ as follows,

λ = 2 + δ, δ is a small parameter

leads to bifurcation along the modes

e1(x) = a1sin(x), e2(x) = a2cos(x),

where ‖ei‖H = 1 and ai =
√

2 for i = 1, 2, (H is a Hilbert space L2([0, 2π], R)). Let
N = ker(A) = span{e1, e2}, then the space E can be decomposed into the direct sum
of two subspaces, N and the orthogonal complement to N ,

E = N ⊕N⊥, N⊥ = {v ∈ E : v⊥N}.

Similarly, the space M can be decomposed into the direct sum of two subspaces, N
and the orthogonal complement to N

M = N ⊕ Ñ⊥, Ñ⊥ = {g ∈M : g⊥N}.

From the above decompositions we get two projections P : E → N and I−P : E → N⊥

such that Pu = w, (I − P )u = v. Hence every vector u ∈ E can be written in the
form of

u = z + v, z =

2∑
i=1

ξi ei ∈ N, v ∈ N⊥, ξi =
〈
u , ei

〉
H .

Similarly, there exists projections Q : M → N and I −Q : M → Ñ⊥ such that

QF (u, λ) = F1(u, λ), (I −Q)F (u, λ) = F2(u, λ),

and hence,
F (u, λ) = F1(u, λ) + F2(u, λ),

F1(u, λ) =

2∑
i=1

vi(u, λ) ei ∈ N, F2(u, λ) ∈ Ñ⊥,

vi(u, λ) =
〈
F (u, λ), ei

〉
H .

Accordingly, equation (9) can be written in the form of

QF (u, λ) = 0, (I −Q)F (u, λ) = 0,

or
QF (z + v, λ) = 0, (I −Q)F (z + v, λ) = 0.

By the implicit function theorem, there exists a smooth map Φ : N → N⊥ such that
v = Φ(u, λ) and

(I −Q)F (z + Φ(z, λ), λ) = 0

so to find the solutions of equation (9) in the neighborhood of the point u = 0 it is
suffi cient to find the solutions of the equation,

QF (z + Φ(z, λ), λ) = 0. (10)
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The bifurcation equation (10) has the form

Θ(ξ, q) = 0, ξ = (ξ1, ξ2)

where
Θ(ξ, q) = F1(z + Φ(z, λ), λ).

Equation (9) can be written in the form of

F (z + v, λ) = A(z + v) + T (z + v) = Az + z2z′′ + z(z′)2 + · · · ,

where T (z + v) = (z + v)2(z + v)′′ + (z + v)((z + v)′)2 and the dots denote the terms
containing the element v. Since

Θ(ξ, q) = F1(z + v, λ) = 0, (11)

we get from equation (11)

2∑
i=1

〈
Az + z2z′′ + z(z′)2, ei

〉
H
ei + · · · = 0. (12)

After some calculations of equation (12) and by using the propertyAe1 = q(λ)e1, Ae2 =
q(λ)e2 we have the following system{

−ξ1(ξ21 + ξ22) + qξ1 = 0,

−ξ2(ξ21 + ξ22) + qξ2 = 0,
(13)

where q = 1− κ2α2, κ ∈ R and

〈g(x), h(x)〉H =
1

2π

∫ 2π

0

g(x)h(x)dx.

From the above results we conclude the following theorem,

THEOREM 2. The bifurcation equation

Θ(ξ, q) = F1(z + Φ(z, λ), λ) = 0

corresponding to the equation (2.2) has the following form

Θ(ξ, q) =

(
−ξ1(ξ21 + ξ22) + qξ1
−ξ2(ξ21 + ξ22) + qξ2

)
+ o(|ξ|2 +O(|ξ|2))O(δ) = 0,

where ξ = (ξ1, ξ2).

We note that system (13) is contact equivalent to the system (14). From theorem
(1) the solutions of equation (9) are in one-to-one correspondence with the solutions
of system (13). Also, system (13) has all the topological and analytical properties of
equation (9). Thus to study the bifurcation solutions of equation (9) it is suffi cient to
study the bifurcation solutions of system (13).
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3 Bifurcation Analysis of System (13)

From section (2) we have that the point a ∈ E is a solution of equation (9) if and only
if

a =

2∑
i=1

η̄iei + Φ(η̄, λ̄).

where η̄ is a solution of system (14). It is easy to see that system (13) has only the
following five real solutions

(0, 0), (0,±√q), (±√q, 0).

These solutions are degenerate only when q = 0, it follows that 1 − κ2α2 = 0, hence
α = 1

κ , κ 6= 0. We note that α ∈ (0, 1] if |κ| > 1 and for |κ| ≤ 1, α does not belong
to (0, 1]. Thus we can find α ∈ (0, 1] such that the solutions of system (13) are vary
when α change. By fixing the value of κ the system (13) has five regular real solutions
if α < 1/κ and has only one regular real solution (0, 0) if α > 1/κ. From theorem (1)
the solutions

(0,
√
q), (0,−√q) (

√
q, 0), (−√q, 0)

are in one-to-one correspondence with the following linear approximation solutions of
equation (9) respectively,

u1 =
√

2q cos(y − κα tα

Γ(α+ 1)
), u2 = −

√
2q cos(y − κα tα

Γ(α+ 1)
),

u3 =
√

2q sin(y − κα tα

Γ(α+ 1)
), u4 = −

√
2q sin(y − κα tα

Γ(α+ 1)
).

These solutions can be described geometrically by fixing the value of κ, so we can
choose κ = 2 to get five regular solutions for α < 1

2 , since (κ > 1). To do this we select
any value of α < 1

2 say α = 1
4 ∈ (0, 1]. The solutions u1, u2, u3, u4 have the following

geometric descriptions

Figure 1: The graph of the solution u1. Figure 2: The graph of the solution u2.
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Figure 2: The graph of the solution u3. Figure 2: The graph of the solution u4.

4 Conclusions

In this article we studied the bifurcation of periodic travelling wave solutions of non-
linear fractional differential equation using He’s fractional derivative and Lyapunov-
Schmidt reduction. The fractional complex transform is adopted to convert the frac-
tional differential equation into partial differential equation and the travelling wave
transformation is used to reduce the partial differential equation into ODE. The re-
duced equation corresponding to the ODE has been found as a system of two nonlinear
algebraic equations. We described geometrically the linear approximation solutions of
the nonlinear fractional differential equation. Finally, we shows that we can use the
topological methods in the study of nonlinear fractional differential equation.

Acknowledgment. The author is grateful to the reviewers for their constructive
comment.
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