5.1

1. (a)

Since f(t,y) = ycost, we have a—f(t,y:l = cost, and f satisfies a Lipschitz condition in y
Yy

with L = 1 on
D={(t,y)I0<t<1,—00 <y < oo}

Also, f is continuous on D, so there exists a unique solution, which is y(t) = 52¢,
. 2 o 2 . . . e .
Since f(t,y) = 7Y +t%et, we have 5—'; =7 and f satisfies a Lipschitz condition in y with

L=2on
D={(t,y)|l <t <2,—00 <y < oo}

Also, f is continuous on D, so there exists a unique solution, which is y(t) = t(e! — ¢).

. 2 o . . . S
Since f(t,y) = —?y + t2ef, we have B_f =-7 and f satisfies a Lipschitz condition in y

Y
with L =2 on
D={(ty)1<t<2 —oco<y< oo}

Also, f 1s continuous on D, so there exists a unique solution, which is

y(t) = (t'e' — 4t3e® + 121%" — 24te’ + 24e’ + (V2 — 9)e) /%

4¢3 0 4¢3
Since f(t,y) = T!tj‘“ we have or _

d 1 + f4 ] and f satisfies a LlpSChlt-Z condition In y
Yy
with L =2 on

D={(t,y)I0<t<1,—00 <y < oo}

Also, f is continuous on D, so there exists a unique solution, which is y(#) = 1 + *.
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5.1

2. (a)

Since f(t,y) = e Y, we have ﬂ[t,y} = —e' Y, and f does not satisfies a Lipschitz

Ay

D={(ty)0<t<1,—c0<y< oo}

condition in y on

But there is a unique solution, which is y(t) = In(e* — 1 + e).

Since f(t,y) = t~2(sin(2t)—2ty), we have g — —2/t, and f satisfies a Lipschitz condition
Yy

my with L =2 on
D={(ty)1<t<2 —oco<y< oo}

1
Also, f is continuous on D, so there exists a unique solution, which is y(t) = 5{4 +cos2—

cos(2t))t 2.

a
Since f(t,y) = —y + ty*/2, we have % = —1+4 (t/2)y~ /2, and f does not satisfies a

Lipschitz condition in y on

D ={(t,y))2<t <3, —00 <y < oo}.

But there is a unique solution, which is y(t) = (t — 2+ \/iel_”z]z .

. ty + a t+1 . . .

Since f(t,y) = J y, we have —f = ——5, and f does not satisfies a Lipschitz
ty +t oy  tly+1)

condition in y on

D={(ty)2<4<1, -0 < y< ox}

But there is a unique solution, which is implicitly given by y(t) — t — 2 = In(2¢/y(t)).
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5.1

7.

(a) Differentiating
yt+yt =2 gives 3y?y't+1° +y't +y=0.
Solving for 3’ gives the original differential equation, and setting t = 1 and y = 1 verifies

the initial condition. To approximate y(2), use Newton’s method to solve the equation
y® + 3y —1=0. This gives y(2) ~ 0.6823278.

(b) Differentiating
ysint +t%e? + 2y — 1 =0 gives y'sint+ ycost + 2te? + t2e¥y’ + 2 = 0.

Solving for 3’ gives the original differential equation, and setting t = 1 and y = 0 verifies
the initial condition. To approximate y(2), use Newton’s method to solve the equation

(2 +sin2)y + 4e¥ — 1 = 0. This gives y(2) ~# —0.4946599.

Let (t,y1) and (¢,y2) be in D. Holding t fixed, define g(y) = f(t,y). Suppose y; < ys. Since
the line joining (¢, 1) to (f,y2) lies in D and f is continuous on D, we have g € Cly1, ya).

Further, ¢'(y) = % Using the Mean Value Theorem on g, a number ¢, for y; < £ < ya,

exists with
g(y2) — g9(y1) = ¢'(€)(y2 — y1)-
Thus

o) — fitp) = 2L ;;% —u)

and
|f(t,y2) — f(t,y1)| < Lly2 — -

The proof 1s similar if y3 < y;. Therefore, f satisfies a Lipschitz condition on D in the variable
y with Lipschitz constant L.

Let (t1,71) and (t2,y2) bein D, witha <t; < b, a <tz <bh, —0o < y1 < o0, and —oc < 2 <
0.

For 0 < A <1, we have
(1-=XNa<(1-At; <(1—-A)b and Aa < Aty < Ab.

Hence

a=(1-XNa+da<(1-At1+M2<(1—-A)b+Ab=10.
Also, —oo < (1 — A)y1 + Ayz < oo, so D is convex.
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8. (a) Since y(t) =1 — e *, we have
Z(t)=1—€e"4+46 (t -1+ e_t] +eoe b and |y(t) — z(t)| < 2|6] + |eo| < 3e,

so the problem is well posed.

(b) Since y(t) = —t — 1, we have
z(t) = —t—14+6(—t—1+€") +eoe’ and |y(t) — z(t)| < 4.4]8] + 7.4|e0| < 11.8¢,

so the problem is well posed.

(¢) Since y(t) =t (e! — €), we have
z(t) =t (e' —e) +t% (g0 + 6Int) and |y(t) — z(t)] < 4(|so] + In2|]) < 6.8¢,

so the problem is well posed.

(d) Since
4.t 443t 2.t t t 9_0
o) = L€ 4t3et + 12t 24te +24e+(v" )e‘
2 t2
we have
4.t 43t 2.t t t 2_0 —
L) = el At + 1262 24te—|—24e+(\/_ )e+15t2+sﬂ 8/4
2 t2 4 12
and

|ly(t) — 2(2)] < [8] + |eo| + |6]/4 < 2.25¢,

so the problem is well posed.

9. (a) Since y' = f(t,y(t)), we have

/ (e dz = / ' Fley(z) d.

So .
v(t)—v@) = [ () dz
and .
o) = ot [ ) =
The iterative method follows from this equation.
(b) We have

1 1

yo(t) =1, p(t) =1+ %52, yo(t) = 1+ Lo _ ltS, and ys(t) =1+ lp_la L

2 6 2 6 24

(c) We have
y{t)—1+§t —Et +ﬁt —mt +---.

4
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