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Eigenproblems

@ Standard eigenproblems: Az = \x
@ Generalized eigenproblems: Az = ABx

@ Higher order poly. eigenproblems:
(Ag+AA1 + ...+ A"A,)z =0

@ Eigenproblems of A-matrices: F(A\)z =0

What do we care ?

() Intheory: eigenstructure, spectral decomposition,
canonical form, ..., etc.

(i) In computation: eigenvalues, eigenvectors, invariant
subspaces, ..., etc.




Power Method

Given A € C™*". Let A be diagonalizable and
ACL‘Z:)\Z$Z, izl,...,n

with

A1 > [A2] =0 > [Aal.

Find the maximum eigenvalue \; and the corresponding
eigenvector ;.




Let ug # 0 be a given vector. From the expansion

n
ug = E Q; Ty, aq 7é O)
=1

follows that

Akuo = Zal)\fl'@
=1
n k
= Mo+ N ) T (1)
=2

)\kakuo — o121 as k — oo.

Thus



Algorithm (Power Method with 2-norm)

Choose an initial u # 0 with ||u|2 = 1.
Iterate until convergence
Compute v = Au; m = ||v||2; u:=v/m

Theorem

The sequence defined by Algorithm 1 is satisfied
lim myg = |A1],
k—o0

. 1 Qg A
lim fuy = where ¢ = u

k—oo [N A1




Proof: 1t is obvious that
u, = APuo /(| AP, mg = (| A uo|| /| A¥ Mo )
This follows from \; ¥ A*uq — a2 that
Al (Ao — e[| |
AT AR g | — fau [l |
and then
Al Y1 ARuo |1/ | AF g | = [Aa] o — 1.

From (1) follows now for & — oo

k
Ag .
e Abug arzy + 35, o (T) i

skuk =

AFy, Nk
R O
1T o r1T o1
ozl (o] o]



Algorithm (Power Method with Linear Function)

Choose an initial uy # 0.

Iterate until convergence
Compute Vi1 = Auy,, M1 = E(Uk7+1), U1 = Uk7+1/mk7+1
where ((vj.11), €.9. e1(vi11) Or e, (vi11), iS @ linear functiohal.

Theorem
Suppose ¢(x1) # 0 and ¢(v,) # 0,k =1,2,..., then

lim mp = /\1
k—oo
. Z1
lim u, =

k—oo f(ﬂjl) '




Proof. As above we show that
up = APug /0(ARug),  my = £(APug) E(AF ).
From (1) we get for k£ — oo
M Re(ARug) — an (),

)xlkarlE(Ak*luo) — ayl(z),
thus

Ml — 1,k — oo
Similarly for & — oo,
k n (Aik ..
Afug o1+ 3o ai(5E) Q171

Uk: =

((AFug) ~ Uonzs + Sy as(2)bay)  onl(w)




@ Note that:

(Aug) . ek S0 a2
E(AkfluO) N 1a1€(x1)+2?:2a1()‘) —H(x)

A
A +O ( f y’“) .

That is the convergent rate is

A2
A1



Inverse Power

Inverse Power lteration

Find the eigenvalue of A that is in a given region or closest to a
certain scalar ¢ and the corresponding eigenvector.

@ This is achieved by iterating with the matrix (A — o 1)~
@ Often, o is referred to as the “Shift”.

Algorithm (Inverse power method with a fixed shift)

Choose an initial uy # 0.

Fork=0,1,2,...
Compute vy, = (A — ol) " uy, and my1 = L(vpyr).
Set Ukt1 = Uk,+1/ﬂlk,+1




Inverse Power

@ The convergence of Algorithm 3 is |§;—:g\ whenever \; and
Ao are the closest and the second closest eigenvalues to o.

@ Algorithm 3 is linearly convergent.

Algorithm (Inverse power method with variant shifts)

Choose an initial uy # 0.

Given oy = o.

Fork=0,1,2,...
Compute vy, 1 = (A — o) tuy, and my 1 = £(vgy1).
Setup11 = vkr1/mps1 and og = o + 1/myp4q.

@ Above algorithm is locally quadratic convergent.



Inverse Power

Connection with Newton method

Consider the nonlinear equations:

P[] =l ]= 0] @

Newton method for (3): for k =0,1,2, ...
- -1
Uk+1 Uk / Uk Uk
= —|F F .
E R PR IR (F)
Since
, u | A=A —u
r(AD-1

the Newton method can be rewritten by component-wise

(A=A upsr = (Meg1 — A)ug (4)
€Tuk+1 = 1 (5)




Inverse Power

Let

oy = L
T N -
Substituting v 1 into (4), we get

(A — )\kI)UkJrl = UL.-
By equation (5), we have

g(’U,k+1) _ 1
Aokl — A Mg — Mg

Mpt1 = (V1) =

It follows that

1
Akl = A + :
ME+1

Hence the Newton’s iterations (4) and (5) are identified with
Algorithm 4.



Inverse Power

Letw # 0 and for any p setr,, = Au — pu. Then ||r,||2 is
minimized when

p=0=u"Au/u"u.

In this case rg 1 .

Proof: W.L.O.G. assume ||u||2 = 1. Let [u U] be unitary and set

u* wAu uw*AU | | 0 h*
[U*}A[“ U]_[U*Au U*AU]:[g B]'



Inverse Power

Then
u* u* *
o) = 5 Jaee ]
u* u* u*
- [ At [ Jen ]
Cfe ][] (1] _[60-u
~|lg B||O 0|~ | g
It implies that
u* (60—
=1 | g |l =1 ] O 1B =t ol
Therefore

min ||yl = llgll2 = [Irol2-



Inverse Power

That is
w=0=u*Au,
and

u'rg = u*(Au — 6u) = u*Au— 0 = 0.

OJ

Hence, ry L w.

Definition

Let u be a nonzero vector. Then v* Au/u*u is called a Rayleigh
quotient.

If u is an eigenvector corresponding to an eigenvalue A of A,
then

uw*Au _ Autu _

u*u u*u
= uj Auy /ujuy, provide a sequence of approximation to A in the
power method.




Inverse Power

Algorithm (Inverse power method with Rayleigh Quotient)

Choose an initial vy # 0 with ||ug||2 = 1.
Compute oo = ug Auy.
Fork=0,1,2,...
Compute vy, = (A — o) tuy,.
Set Ukt1 = ka+1/“1)/<+1”2 and Oky1 = u;JrlAuk-H'

@ For symmetric A, above algorithm is cubically convergent.
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