
Manuscript submitted to doi:10.3934/xx.xx.xx.xx
AIMS’ Journals
Volume X, Number 0X, XX 200X pp. X–XX

GLOBAL DYNAMICS OF A REACTION-DIFFUSION SYSTEM

WITH INTRAGUILD PREDATION AND INTERNAL STORAGE

Hua Nie

School of Mathematics and Information Science

Shaanxi Normal University, Xi’an, Shaanxi 710119, China

Sze-Bi Hsu

Department of Mathematics and National Center of Theoretical Science

National Tsing-Hua University, Hsinchu 300, Taiwan

Feng-Bin Wang∗

Department of Natural Science in the Center for General Education

Chang Gung University, Guishan, Taoyuan 333, Taiwan;
Community Medicine Research Center

Chang Gung Memorial Hospital, Keelung, Keelung 204, Taiwan.

(Communicated by Xiaoqiang Zhao)

Abstract. This paper presents a reaction-diffusion system modeling interac-
tions of the intraguild predator and prey in an unstirred chemostat, in which

the predator can also compete with its prey for one single nutrient resource

that can be stored within individuals. Under suitable conditions, we first show
that there are at least three steady-state solutions for the full system, a trivial

steady-state solution with neither species present, and two semitrivial steady-
state solutions with just one of the species. Then we establish that coexis-

tence of the intraguild predator and prey can occur if both of the semitrivial

steady-state solutions are invasible by the missing species. Comparing with the
system without predation, our numerical simulations show that the introduc-

tion of predation in an ecosystem can enhance the coexistence of species. Our

mathematical arguments also work for the linear food chain model (top-down
predation), in which the top-down predator only feeds on the prey but does
not compete for nutrient resource with the prey. In our numerical studies, we

also do a comparison of intraguild predation and top-down predation.

1. Introduction. Competition between species for resources is an important issue
in ecology and has been extensively studied during recent decades. The simplest
versions of resource competition theory assumed a direct relationship between the
external concentration of nutrients and the population growth of species, leading
to the assumption of a constant quota of nutrient per individual, or equivalently,
a constant yield of individuals from consumption of a unit of nutrient [11]. In
fact, it was observed that quotas may vary. To include this fact, the dynamics of
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quota for a species is further assumed to be governed by an ordinary differential
equation, leading to another alternative system, variable-internal-stores models [7,
32]. The early theory of competition between competitors for one resource, with
or without internal storage, in a well-mixed habitat usually draws a conclusion
that the principle of competitive exclusion holds: only one competitor can survive
[11, 15, 32]. Without introduction of other mechanisms into the aforementioned
simple models in [15, 32], outcomes such as coexistence of competing populations,
or bistability ( outcomes that depend on initial conditions) can not occur.

The authors in [10] extended the previous model in [32] to combine competi-
tion for a single growth-limiting nutrient that is stored internally and competition
through the production of allelopathic toxins. The numerical studies in [10] did not
reveal any instances of coexistence. Instead, the outcomes of competitive exclusion
independent of initial conditions, and bistability (competitive exclusion dependent
on initial conditions) were observed in the model proposed by [10].

It was known that predation can be another important mechanism that poten-
tially influences the outcomes of competition (see, e.g., [1, 2, 3, 4, 5, 14, 27, 28, 31]).
Among those previous works, there is a specific phenomenon that predators con-
sume prey species but also compete against these prey species by consumption the
same resources. This phenomenon is sometimes referred to as “intraguild preda-
tion”. The authors in [36] found that Ochromonas, a mixotrophic organism, can
act as an intraguild predator that consumes Microcystis, an autotrophic prey, and
competes with them for ammonium (a nitrogen resource). Introducing the fact
of intraguild predation into the chemostat model (see [32]), the dynamics of the
chemostat experiments in [36] can be described by the following form:



dR
dt = (R(0) −R)D − f1(R,Q1)N1 − f2(R,Q2)N2,
dN1

dt = [µ1(Q1)−D]N1 − g(N1)N2,
dQ1

dt = f1(R,Q1)− µ1(Q1)Q1,
dN2

dt = [µ2(Q2)−D]N2,
dQ2

dt = f2(R,Q2)− µ2(Q2)Q2 + g(N1)Q1,

R(0) ≥ 0, Ni(0) ≥ 0, Qi(0) ≥ Qmin,i, i = 1, 2.

(1)

Here R(0) and D stand for the nutrient supply concentration and dilution rate of the
chemostat, respectively. R(t) represents the concentration of nutrient (ammonium)
at time t; N1(t) and N2(t) denote the population densities of autotrophic prey
organism (Microcystis) and mixotrophic chrysophyte (Ochromonas), respectively.
For i=1,2, Qi(t) represents the average amount of stored nutrient per cell of i-th
population at time t. µi(Qi) is the growth rate of species i as a function of cell
quota Qi, fi(R,Qi) is the per capita nutrient uptake rate, per cell of species i as a
function of nutrient concentration R and cell quota Qi, Qmin,i denotes the threshold
cell quota below which no growth of species i occurs. The function g(N1) is the
functional response of the mixotroph feeding on the autotroph; the term g(N1)Q1

describes the assimilation of nutrients from ingested prey. As in [36], we also assume
that both mortality rates of N1(t) and N2(t) were equal to the dilution rate (D) of
the chemostat.

Following [36], we assume that the predation rate, g(N1), of the mixotroph feed-
ing on the autotroph follows a Holling type III functional response, that is, g(N1)
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takes the form

g(N1) =
gmaxN

b
1

Kb
0 +N b

1

, b > 1, (2)

where gmax is the maximum ingestion rate, K0 is the half saturation constant, and b
is a parameter defining the curvature of the type III functional response. According
to [36], the specific growth rates of the autotroph and mixotroph take the forms
(see also [6])

µi(Qi) = µmax,i(1−
Qmax,i −Qi

Qmax,i −Qmin,i
), i = 1, 2. (3)

where Qmin,i ≤ Qi ≤ Qmax,i, µmax,i is the maximum specific growth rate of species
i, and Qmax,i and Qmin,i are its maximum and minimum cell quotas, respectively.
The nutrient uptake rates of the species take the form (see [22]):

fi(R,Qi) =
amax,iR

Ki +R

Qmax,i −Qi
Qmax,i −Qmin,i

, i = 1, 2, (4)

where Qmin,i ≤ Qi ≤ Qmax,i, amax,i is the maximum nutrient uptake rate of species
i and Ki is its half-saturation constant for nutrient uptake.

Motivated by the examples in (3) and (4), we always assume that the functions
µi(Qi) and fi(R,Qi), i = 1, 2, satisfy the following assumptions (see [17]):

(H1): there exists Qmin,i > 0 such that µi(Qi) is Lipschitz continuous for Qi ≥
Qmin,i, and µi(Qmin,i) = 0. Moreover, µ′i(Qi) > 0 for a.e. Qi ≥ Qmin,i.

(H2): (i) fi(R,Qi) and ∂fi(R,Qi)
∂R are Lipschitz continuous for R ≥ 0 and Qi ≥

Qmin,i;

(ii) ∂fi(R,Qi)
∂R ≥ 0, ∂fi(R,Qi)

∂Qi
≤ 0 and fi(R,Qi) ≥ 0 for a.e. R ≥ 0 and

Qi ≥ Qmin,i;
(iii) there exists QBi ∈ (Qmin,i,+∞] such that

fi(R,Qi) > 0,
∂fi(R,Qi)

∂R
> 0 in (R,Qi) ∈ R+ × [Qmin,i, QBi),

fi(R,Qi) = 0 in {(R,Qi) ∈ R+ × [Qmin,i,+∞) : R = 0 or Qi ≥ QBi}.
(When QBi = +∞, it is understood that fi(R,Qi) = 0 if and only if

R = 0.)

The authors in [35] mathematically analyzed system (1). If Microcystis (the prey)
is a better competitor for ammonium (the limiting resource), then the mathematical
results in [35] reveal that coexistence of Ochromonas (the intraguild predator) and
Microcystis (the prey) is possible. This is consistent with the experimental results in
[36] as well as some existing intraguild predation theory. The purpose of this paper
is to extend system (1) to incorporate the factor that the habitat may be poorly
mixed, in which both the distributions of quotas in populations and the distributions
of populations and the nutrient over space should be considered. The unstirred
chemostat (see, e.g., [19, 25, 33, 37, 38]), the chemostat without mixing the vessel,
is a common laboratory apparatus which is usually regarded as a spatially variable
habitat in which nutrients and organisms are transported by diffusion. There have
been some works investigating the ecological models with variable quotas in spatially
variable habitats (see, e.g., [8, 9, 16, 17, 18]). It is worth pointing out that the
author in [8] (see also [17]) summarizes three possible approaches of modeling in
this direction. Here we will adopt the approach of extending system (1) into a
reaction-diffusion system (see, e.g. [8, 16]), which is more tractable mathematically
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among three existing approaches. Substituting U1 = Q1N1 and U2 = Q2N2 into
system (1), we arrive at the following model:



dR
dt = (R(0) −R)D − f1(R, U1

N1
)N1 − f2(R, U2

N2
)N2,

dN1

dt =
[
µ1( U1

N1
)−D

]
N1 − g(N1)N2,

dU1

dt = f1(R, U1

N1
)N1 −DU1 − g(N1) U1

N1
N2,

dN2

dt =
[
µ2( U2

N2
)−D

]
N2,

dU2

dt = f2(R, U2

N2
)N2 −DU2 + g(N1) U1

N1
N2,

R(0) ≥ 0, Ni(0) ≥ 0, Ui(0) ≥ 0, i = 1, 2.

Then we propose the following system of reaction-diffusion equations with internal
storage and predation in an unstirred chemostat:

∂R
∂t = d∂

2R
∂x2 − f1(R, U1

N1
)N1 − f2(R, U2

N2
)N2,

∂N1

∂t = d∂
2N1

∂x2 + µ1( U1

N1
)N1 − g(N1)N2,

∂U1

∂t = d∂
2U1

∂x2 + f1(R, U1

N1
)N1 − g(N1) U1

N1
N2,

∂N2

∂t = d∂
2N2

∂x2 + µ2( U2

N2
)N2,

∂U2

∂t = d∂
2U2

∂x2 + f2(R, U2

N2
)N2 + g(N1) U1

N1
N2,

(5)

for (x, t) ∈ (0, 1)× (0,∞) with boundary conditions
∂R
∂x (0, t) = −R(0), ∂R

∂x (1, t) + γR(1, t) = 0, t > 0,
∂Ni
∂x (0, t) = 0, ∂Ni

∂x (1, t) + γNi(1, t) = 0, t > 0, i = 1, 2,
∂Ui
∂x (0, t) = 0, ∂Ui

∂x (1, t) + γUi(1, t) = 0, t > 0, i = 1, 2,

(6)

and initial conditions{
R(x, 0) = R0(x) ≥ 0, Ni(x, 0) = N0

i (x) ≥ 0,

Ui(x, 0) = U0
i (x) ≥ 0, 0 < x < 1, i = 1, 2.

(7)

Here the constants d and γ represent the diffusion coefficient and the washout
constant, respectively.

The rest of this paper is organized as follows. In Section 2, the threshold dynamics
of the associated single population model is established in terms of the sign of the
principal eigenvalue of a nonlinear eigenvalue problem similar to the one in [17].
Furthermore, the uniqueness and global stability of the positive steady state can be
also investigated if it exists. Section 3 is devoted to the establishment of coexistence
of the intraguild predator (Ochromonas) and the prey (Microcystis). The simulation
results and biological interpretations are presented in Sections 4 and 5, respectively.

2. Single population model. In this section, we first consider the single pop-
ulation model. Mathematically, it simply means that we set (N1, U1) = (0, 0) or
(N2, U2) = (0, 0) in equations (5)-(7). In order to simplify notations, all subscripts
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are dropped in the remaining equations and we consider

∂R
∂t = d∂

2R
∂x2 − f(R, UN )N, x ∈ (0, 1), t > 0,

∂N
∂t = d∂

2N
∂x2 + µ( UN )N, x ∈ (0, 1), t > 0,

∂U
∂t = d∂

2U
∂x2 + f(R, UN )N, x ∈ (0, 1), t > 0,

∂R
∂x (0, t) = −R(0), ∂R

∂x (1, t) + γR(1, t) = 0, t > 0,
∂w
∂x (0, t) = ∂w

∂x (1, t) + γw(1, t) = 0, t > 0, w = N, U,

w(x, 0) = w0(x) ≥ 0, 0 < x < 1, w = R, N, U.

(8)

By [21, Theorem 1 and Remark 1.1], we can show that system (8) admits a
unique noncontinuable solution, and the solutions to (8) remain non-negative on
their interval of existence if they are non-negative initially. The biologically relevant
domain for system (8) is given by

X = {(R,N ,U) ∈ C([0, 1];R3
+) : there exists Q̃ > 0

such that QminN (·) ≤ U(·) ≤ Q̃N (·) in [0, 1]}
with the usual maximum norm in C([0, 1];R3), denoted by ‖ · ‖. Substituting the
new variable Θ(x, t) = R(x, t) + U(x, t) into (8), it follows that{

∂Θ
∂t = d∂

2Θ
∂x2 , x ∈ (0, 1), t > 0,

∂Θ
∂x (0, t) = −R(0), ∂Θ

∂x (1, t) + γΘ(1, t) = 0, t > 0.

By [19], we conclude that Θ(x, t) satisfies

lim
t→∞

Θ(x, t) = z(x) := R(0)(
1 + γ

γ
− x) uniformly on [0, 1]. (9)

Inspired by [17], we define Q∗ to be the unique positive number so that

Q∗ = inf{Q > 0 : f(z(x), Q)− µ(Q)Q ≤ 0 in [0, 1]}.
By the similar arguments in [17, Lemma 4.2], we can show the following results.

Lemma 2.1. Let (R(x, t), N(x, t), U(x, t)) be a solution of (8) for t ∈ [0, τ), with
initial data (R0, N0, U0) ∈ X. Then

(i) it holds that

inf
x∈[0,1]

U(x, t)

N(x, t)
≥ Qmin for all t ∈ [0, τ).

(ii) there exists Q ∈ [Q∗,+∞) depending on ‖R0‖ and ‖U0/N0‖ such that

sup
x∈[0,1]

U(x, t)

N(x, t)
≤ Q for all t ∈ [0, τ).

Moreover, if τ = +∞, then for each Q > Q∗, we have

lim sup
t→∞

[
sup
x∈[0,1]

(U(x, t)−QN(x, t))

]
≤ 0. (10)

Furthermore, if ‖N(·, t)‖ is bounded uniformly in t > 0, then (10) holds for Q = Q∗.

Corollary 1. System (8) generates a semiflow in X in the sense that for each initial
data in X, system (8) admits a unique classical solution (R(·, t), N(·, t), U(·, t)) that
exists for all t > 0. Moreover, the solution satisfies (R(·, t), N(·, t), U(·, t)) ∈ X for
all t > 0.
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In order to investigate the dynamics of system (8), we first consider the following
reduced system:

∂N
∂t = d∂

2N
∂x2 + µ( UN )N, x ∈ (0, 1), t > 0,

∂U
∂t = d∂

2U
∂x2 + f(z(x)− U, UN )N, x ∈ (0, 1), t > 0,

∂w
∂x (0, t) = ∂w

∂x (1, t) + γw(1, t) = 0, t > 0, w = N, U,

w(x, 0) = w0(x) ≥ 0, 0 < x < 1, w = N, U.

(11)

The following nonlinear system will play an important role in the dynamics of (11):
∂N
∂t = d∂

2N
∂x2 + µ( UN )N, x ∈ (0, 1), t > 0,

∂U
∂t = d∂

2U
∂x2 + f(z(x), UN )N, x ∈ (0, 1), t > 0,

∂w
∂x (0, t) = ∂w

∂x (1, t) + γw(1, t) = 0, t > 0, w = N, U.

(12)

Let D = C0([0, 1],R2
+) and

C = {(N,U) ∈ D : QminN(x) ≤ U(x) ≤ Q∗N(x) for x ∈ [0, 1]}.

It is clear that D and C are complete cones in the normed linear space C0([0, 1],R2)
and that D is both normal and solid. We say that (φ1, ϕ1) �D (φ2, ϕ2) if and
only if (φ1, ϕ1) − (φ2, ϕ2) ∈ IntD. Using the maximum principle, one can show
that system (12) generates a semiflow on C. Substituting N(x, t) = eλtφ(x), and
U(x, t) = eλtϕ(x) into (12), we obtain the associated nonlinear eigenvalue problem

λφ(x) = dφ′′(x) + µ(ϕ(x)
φ(x) )φ(x), x ∈ (0, 1),

λϕ(x) = dϕ′′(x) + f(z(x), ϕ(x)
φ(x) )φ(x), x ∈ (0, 1),

w′(0) = w′(1) + γw(1) = 0, w = φ, ϕ.

(13)

By the similar arguments as in Lemmas 5.1 and 7.1 in [17], we have the following
result.

Lemma 2.2. The eigenvalue problem (13) admits a principal eigenvalue λ0(d)
corresponding to which there is a strongly positive eigenfunction (φ0(x), ϕ0(x))�D
(0, 0) in C. Moreover, there is a d0 > 0 such that

λ0(d) > 0 if 0 < d < d0, λ
0(d) = 0 if d = d0, λ

0(d) < 0 if d > d0.

The biologically relevant domain for system (11) takes the form:

Ω = {(N ,U) ∈ C([0, 1];R2
+) : U(·) ≤ z(·) and there exists Q̃ > 0

such that QminN (·) ≤ U(·) ≤ Q̃N (·) in [0, 1]}.

It is not hard to see that system (11) is strongly monotone (see [30]) in the interior
of Ω, and it is strictly subhomogeneous ([39]). Then one can modify the arguments
in [16, 17] together with the eigenvalue problem (13) to show that following result
holds.

Lemma 2.3. Let (N(·, t), U(·, t)) be the solution of system (11) with initial condi-
tion (N0, U0) ∈ Ω.

(i) If 0 < d < d0, then system (11) admits a unique positive steady-state solution
(N∗(·), U∗(·)). Moreover, if the initial condition satisfies N0 6≡ 0, then

lim
t→∞

(N(x, t), U(x, t)) = (N∗(x), U∗(x)) uniformly on [0, 1].
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(i) If d ≥ d0, then

lim
t→∞

(N(x, t), U(x, t)) = (0, 0) uniformly on [0, 1].

The following result is concerned with the dynamics of system (8):

Theorem 2.4. Let (R(·, t), N(·, t), U(·, t)) be the solution of system (8) with initial
condition (R0, N0, U0) ∈ X.

(i) If 0 < d < d0, then system (8) admits a unique positive steady-state solution
(R∗(x), N∗(x), U∗(x)) with R∗(x)+U∗(x) = z(x) on [0, 1]. Moreover, if N0 6≡
0, then

lim
t→∞

(R(x, t), N(x, t), U(x, t)) = (R∗(x), N∗(x), U∗(x)) uniformly for x ∈ [0, 1];

(ii) If d ≥ d0, then

lim
t→∞

(R(x, t), N(x, t), U(x, t)) = (z(x), 0, 0) uniformly for x ∈ [0, 1].

Proof. By Lemma 2.3 and the theory of chain transitive sets (see, e.g., [13] or [39]),
together with the similar arguments in [17, Theorem 7.1], one can prove Part (i).
Part (ii) can be proved by the same arguments as in [17, Theorem 2.2(i)].

3. Two-species model. This section is devoted to the investigation of the exis-
tence of coexistence solution for (5)-(7). By [21, Theorem 1 and Remark 1.1], we
can show that system (5)-(7) admits a unique noncontinuable solution, and the
solutions to (5)-(7) remain non-negative on their interval of existence if they are
non-negative initially. The biologically relevant domain for system (5)-(7) is given
by

Y = {(R,N1,U1,N2,U2) ∈ C([0, 1];R5
+) : for i = 1, 2, there exist Q̃i > 0

such that Qmin,iNi(·) ≤ Ui(·) ≤ Q̃iNi(·) in [0, 1]}.

3.1. Well-posedness. In this subsection, we further show the boundedness of tra-
jectories of system (5)-(7). Introducing the new variable

W (x, t) = R(x, t) + U1(x, t) + U2(x, t) (14)

into (5)-(7), it follows from similar arguments as in (9) that W (x, t) satisfies

lim
t→∞

W (x, t) = z(x) uniformly in x ∈ [0, 1], (15)

where z(x) = R(0)( 1+γ
γ − x) on [0, 1] as mentioned before.

Inspired by [17], we define Q∗i to be the unique positive number so that

Q∗i = inf{Qi > 0 : fi(z(x), Qi)− µi(Qi)Qi ≤ 0 in [0, 1]}, for i = 1, 2, (16)

and we also define Q∗∗2 to be the unique positive number so that

Q∗∗2 = inf{Q > 0 : f2(z(x), Q)− µ2(Q)Q+ g

(
z(x)

Qmin,1

)
Q∗1 ≤ 0 in [0, 1]}. (17)

Then, we have the following results concerning with the boundedness of trajectories
of system (5)-(7).

Lemma 3.1. Let (R(x, t), N1(x, t), U1(x, t), N2(x, t), U2(x, t)) be a solution of (5)-
(7) for t ∈ [0, τ), with initial data (R0, N0

1 , U
0
1 , N

0
2 , U

0
2 ) ∈ Y. Then
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(i) it holds that

inf
x∈[0,1]

Ui(x, t)

Ni(x, t)
≥ Qmin,i for all t ∈ [0, τ), i = 1, 2. (18)

(ii) there exists Qi ∈ [Qmin,i,+∞) depending on ‖R0‖, ‖U0
1 /N

0
1 ‖, and ‖U0

2 /N
0
2 ‖

such that

sup
x∈[0,1]

Ui(x, t)

Ni(x, t)
≤ Qi for all t ∈ [0, τ), i = 1, 2. (19)

Moreover, if τ = +∞, then for each Q1 > Q∗1 (resp. Q2 > Q∗∗2 ), we have

lim sup
t→∞

[
sup
x∈[0,1]

(Ui(x, t)−QiNi(x, t))

]
≤ 0, i = 1 (resp. i = 2). (20)

Furthermore, if ‖N1(·, t)‖ (resp. ‖N2(·, t)‖) is bounded uniformly in t > 0, then
(20) holds for i = 1 and Q1 = Q∗1 (resp. i = 2 and Q2 = Q∗∗2 ).

Proof. The following arguments are inspired by [17, 23]. For i = 1, 2, one can
rewrite

µi

(
Ui(x, t)

Ni(x, t)

)
= µi(Qmin,i) + ξi(x, t;Qmin,i)

(
Ui(x, t)

Ni(x, t)
−Qmin,i

)
where

ξi(x, t;Qi) =

∫ 1

0

µ′i

(
s
Ui(x, t)

Ni(x, t)
+ (1− s)Qi

)
ds > 0, Qi ≥ Qmin,i. (21)

LetHi(x, t) = Ui(x, t)−Qmin,iNi(x, t). Then µi

(
Ui
Ni

)
= µi(Qmin,i)+ξi(x, t;Qmin,i)

Hi

Ni
.

It follows from the second and third equations in (5) that
∂H1

∂t − d
∂2H1

∂x2 + [ξ1(x, t;Qmin,1)Qmin,i + g(N1)
N1

N2]H1

= f1

(
R, U1

N1

)
N1 ≥ 0, for x ∈ [0, 1], t ∈ [0, τ),

∂H1

∂x (0, t) = ∂H1

∂x (1, t) + γH1(1, t) = 0, for t ∈ [0, τ),

where we used (6), f1 ≥ 0, and µi(Qmin,i) = 0. Using H1(x, 0) = U0
1 (x) −

Qmin,1N
0
1 (x) ≥ 0 and maximum principle for linear parabolic equations, we con-

clude that H1(·, t) ≥ 0 in [0, 1] for all t ∈ [0, τ). This proves (18) when i = 1.
Similarly, we see that H2 satisfies

∂H2

∂t − d
∂2H2

∂x2 + ξ2(x, t;Qmin,2)Qmin,2H2

= f2

(
R, U2

N2

)
N2 + g(N1) U1

N1
N2 ≥ 0, for x ∈ [0, 1], t ∈ [0, τ),

∂H2

∂x (0, t) = ∂H2

∂x (1, t) + γH2(1, t) = 0, for t ∈ [0, τ),

and hence, we can also prove (18) when i = 2.
Next, we show (19). Fix a solution (R,N1, U1, N2, U2) of (5)-(7) that exists up

to time τ ∈ (0,∞]. By (14) and (15), there exists a number Q1 ≥ sup[0,1]
U0

1 (x)

N0
1 (x)

depending possibly on the initial data, such that

f1(R(x, t), Q1)− µ1(Q1)Q1 ≤ 0 for x ∈ [0, 1], t ∈ [0, τ). (22)
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Similarly, there exists a number Q2 ≥ sup[0,1]
U0

2 (x)

N0
2 (x)

depending possibly on the initial

data, such that

f2(R(x, t), Q2) + g(N1)
U1

N1
− µ2(Q2)Q2 ≤ 0 for x ∈ [0, 1], t ∈ [0, τ). (23)

Then we rewrite

fi

(
R(x, t),

Ui(x, t)

Ni(x, t)

)
= fi(R(x, t), Qi) + ϑi(x, t;Qi)

(
Ui(x, t)

Ni(x, t)
−Qi

)
,

where

ϑi(x, t;Qi) =

∫ 1

0

∂fi
∂Qi

(
R(x, t), s

Ui(x, t)

Ni(x, t)
+ (1− s)Qi

)
ds ≤ 0, i = 1, 2. (24)

Also, we have

µi

(
Ui(x, t)

Ni(x, t)

)
= µi(Qi) + ξi(x, t;Qi)

(
Ui(x, t)

Ni(x, t)
−Qi

)
,

where ξi(x, t;Qi) is given in (21). Let Hi := Ui−QiNi, i = 1, 2. Then H1 satisfies

∂H1

∂x
(0, t) =

∂H1

∂x
(1, t) + γH1(1, t) = 0, for t ∈ [0, τ), (25)

and H1 satisfies the differential inequality

∂H1

∂t
− d∂

2H1

∂x2

= f1

(
R,

U1

N1

)
N1 − µ1

(
U1

N1

)
Q1N1 − g(N1)

U1

N1
N2 + g(N1)N2Q1

= [ϑ1(x, t;Q1)− ξ1(x, t;Q1)Q1 −
g(N1)

N1
N2]

(
U1(x, t)

N1(x, t)
−Q1

)
N1

+[f1(R,Q1)− µ1(Q1)Q1]N1

≤ E1(x, t)H1, for x ∈ [0, 1], t ∈ [0, τ),

where

E1(x, t) = ϑ1(x, t;Q1)− ξ1(x, t;Q1)Q1 −
g(N1)

N1
N2 < 0, for x ∈ [0, 1], t ∈ [0, τ),

and we have used (22). By the choice of Q1, we have H1(x, 0) ≤ 0. Then the
comparison principle implies that U1(x, t) − Q1N1(x, t) = H1(x, t) ≤ 0 for all x ∈
[0, 1] and t ∈ [0, τ). This proves (19) with i = 1. Using (23), we see that H2 satisfies

∂H2

∂t
− d∂

2H2

∂x2
≤ E2(x, t)H2, for x ∈ [0, 1], t ∈ [0, τ),

where

E2(x, t) = ϑ2(x, t;Q2)− ξ2(x, t;Q2)Q2 < 0, for x ∈ [0, 1], t ∈ [0, τ).

Since H2 also satisfies H2(x, 0) ≤ 0 and the same boundary condition (25), we can
conclude that (19) holds when i = 2.

Finally, we prove (20). It follows from (16) and (17) that for each η > 0, there
exists an ε > 0 such that for x ∈ [0, 1],

f1(z(x) + ε,Q∗1 + η)− µ1(Q∗1 + η)(Q∗1 + η) ≤ 0, (26)

f2(z(x) + ε,Q∗∗2 + η)− µ2(Q∗∗2 + η)(Q∗∗2 + η) + g

(
z(x)

Qmin,1
+ ε

)
(Q∗1 + ε) ≤ 0. (27)
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By (14) and (15), we may assume without loss of generality (by translation in t)
that

R(x, t) ≤ z(x) + ε for all x ∈ [0, 1], t ≥ 0. (28)

Let Hη
1 (x, t) = U1(x, t)− (Q∗1 + η)N1(x, t). Observing that

µ1

(
U1(x,t)
N1(x,t)

)
= µ1(Q∗1 + η) + ξ1(x, t;Q∗1 + η)

(
U1(x,t)
N1(x,t) − (Q∗1 + η)

)
,

f1

(
R(x, t), U1(x,t)

N1(x,t)

)
= f1(R(x, t), Q∗1 + η) + ϑ1(x, t;Q∗1 + η)

(
U1(x,t)
N1(x,t) − (Q∗1 + η)

)
,

where ξ1(x, t;Q∗1 + η) and ϑ1(x, t;Q∗1 + η) are defined in (21) and (24), respectively.
Then Hη

1 (x, t) satisfies the boundary condition (25) and the following differential
inequality

∂Hη
1

∂t
− d∂

2Hη
1

∂x2

= [ϑ1(x, t;Q∗1 + η)− ξ1(x, t;Q∗1 + η)(Q∗1 + η)− g(N1)

N1
N2]

(
U1

N1
− (Q∗1 + η)

)
N1

+[f1(R,Q∗1 + η)− µ1(Q∗1 + η)(Q∗1 + η)]N1

≤ Eη1 (x, t)Hη
1 , for x ∈ [0, 1], t ≥ 0,

where

Eη1 (x, t) = ϑ1(x, t;Q∗1+η)−ξ1(x, t;Q∗1+η)(Q∗1+η)−g(N1)

N1
N2 < 0, for x ∈ [0, 1], t ≥ 0,

and we have used (26) and (28). Assume σ1 satisfies

0 < σ1 < −Eη1 (x, t), ∀ x ∈ [0, 1], t ∈ [0,∞).

Let H̃1(x, t) = B1e
−σ1t, where B1 > 0 and B1 ≥ Hη

1 (x, 0). Then

∂H̃1

∂t
− d∂

2H̃1

∂x2
− Eη1 (x, t)H̃1 > −σ1H̃1 + σ1H̃1 = 0, for x ∈ [0, 1], t ≥ 0,

∂H̃1

∂x
(0, t) = 0,

∂H̃1

∂x
(1, t) + γH̃1(1, t) > 0, t ≥ 0.

By comparison principle,

Hη
1 (x, t) ≤ H̃1(x, t), for x ∈ [0, 1], t ≥ 0.

Using the fact that H̃1(x, t)→ 0 uniformly in x ∈ [0, 1] as t→∞, we obtain

lim sup
t→∞

{
sup
x∈[0,1]

[U1(x, t)− (Q∗1 + η)N1(x, t)]

}
≤ 0, for all η > 0. (29)

This proves that (20) holds for i = 1.
By (14), (15), (18) and (20) with i = 1, we may assume without loss of generality

(by translation in t) that

N1(x, t) ≤ z(x)

Qmin,1
+ ε and

U1(x, t)

N1(x, t)
≤ Q∗1 + ε for all x ∈ [0, 1], t ≥ 0. (30)

Let Hη
2 (x, t) = U2(x, t)− (Q∗∗2 + η)N2(x, t). Observing that

µ2

(
U2(x,t)
N2(x,t)

)
= µ2(Q∗∗2 + η) + ξ2(x, t;Q∗∗2 + η)

(
U2(x,t)
N2(x,t) − (Q∗∗2 + η)

)
,

f2

(
R(x, t), U2(x,t)

N2(x,t)

)
= f2(R(x, t), Q∗∗2 + η) + ϑ2(x, t;Q∗∗2 + η)

(
U2(x,t)
N2(x,t) − (Q∗∗2 + η)

)
,
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where ξ2(x, t;Q∗∗2 +η) and ϑ2(x, t;Q∗∗2 +η) are defined in (21) and (24), respectively.
Then Hη

2 (x, t) satisfies the boundary condition (25) and the following differential
inequality

∂Hη
2

∂t
− d∂

2Hη
2

∂x2

= [ϑ2(x, t;Q∗∗2 + η)− ξ2(x, t;Q∗∗2 + η)(Q∗∗2 + η)]

(
U2

N2
− (Q∗∗2 + η)

)
N2

+[f2(R,Q∗∗2 + η)− µ2(Q∗∗2 + η)(Q∗∗2 + η) + g(N1)
U1

N1
]N2

≤ Eη2 (x, t)Hη
2 , for x ∈ [0, 1], t ≥ 0,

where

Eη2 (x, t) = ϑ2(x, t; )− ξ1(x, t;Q∗∗2 + η)(Q∗∗2 + η) < 0, for x ∈ [0, 1], t ≥ 0,

and we have used (27), (28) and (30). Assume σ2 satisfies

0 < σ2 < −Eη2 (x, t), ∀ x ∈ [0, 1], t ∈ [0,∞).

Let H̃2(x, t) = B2e
−σ2t, where B2 > 0 and B2 ≥ Hη

2 (x, 0). Then we may once again

conclude by comparison with H̃2(x, t) that

lim sup
t→∞

{
sup
x∈[0,1]

[U2(x, t)− (Q∗∗2 + η)N2(x, t)]

}
≤ 0, for all η > 0. (31)

This proves that (20) holds for i = 2.
The last statement follows by letting η ↘ 0 in (29) and (31), which is possible if

‖Ni(·, t)‖ is bounded uniformly in t.

Corollary 2. System (5)-(7) generates a semiflow in Y in the sense that for each
initial condition in Y, system (5)-(7) admits a unique classical solution

(R(·, t), N1(·, t), U1(·, t), N2(·, t), U2(·, t))

that exists for all t > 0. Moreover, the solution satisfies

(R(·, t), N1(·, t), U1(·, t), N2(·, t), U2(·, t)) ∈ Y

for all t > 0.

Proof. We first do extensions on the functions µi (Ui/Ni)Ni and fi(R,Ui/Ni)Ni in
the following way:

µ̃i(Ni, Ui) =

{
0 if Ni = 0,

µi(
Ui
Ni

)Ni if Ni > 0.
(32)

f̃i(R,Ni, Ui) =

{
0 if Ni = 0,

fi(R,
Ui
Ni

)Ni if Ni > 0.
(33)

Then it is easy to check that µ̃i(Ni, Ui) and f̃i(R,Ni, Ui) are Lipschitz continuous
in Y. Hence, we can proceed further as in the proof of Theorem 2.1(i) in [17] to
show that the conclusions hold.
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3.2. Coexistence. For i = 1, 2, we assume λ0
i (d) is the principal eigenvalue of (13)

with functions µ = µi and f = fi. It follows from Lemma 2.2 that there is a unique
d0,i > 0 (i = 1, 2) such that

λ0
i (d) > 0 if 0 < d < d0,i, λ

0
i (d) = 0 if d = d0,i, λ

0
i (d) < 0 if d > d0,i.

For i = 1, 2, we note that the functions µi (Ui/Ni)Ni and fi(R,Ui/Ni)Ni can be
respectively extended to (32) and (33), if necessary. Hence, we conclude from
Theorem 2.4 that system (5)-(7) may admit the following trivial and semi-trivial
steady-state solutions:

(i) Trivial solution E0(x) = (z(x), 0, 0, 0, 0) always exists;
(ii) Semi-trivial solution E1(x) = (R∗1(x), N∗1 (x), U∗1 (x), 0, 0) exists provided that

0 < d < d0,1;
(iii) Semi-trivial solution E2(x) = (R∗2(x), 0, 0, N∗2 (x), U∗2 (x)) exists provided that

0 < d < d0,2.

Here, (R∗i (x), N∗i (x), U∗i (x)), i = 1, 2, denotes the unique positive steady-state so-
lution of the single population system (8) with functions µ = µi and f = fi. The
two species can coexist if a stable positive steady-state solution of (5)-(7) exists.

By Lemma 3.1 and Corollary 2, we may assume that

Ψt : Y → Y

is the solution map associated with system (5)-(7). Let

Y0 = {(R0(·), N0
1 (·), U0

1 (·), N0
2 (·), U0

2 (·)) ∈ Y : N0
1 (·) 6≡ 0 and N0

2 (·) 6≡ 0},

and

∂Y0 = Y\Y0.

Due to the singularity in the ratio Ui/Ni at the case Ui = Ni = 0, we cannot
linearize system (5)-(7) at trivial and semi-trivial steady-state solutions Ei(x), i =
0, 1, 2. We next show that the instability of Ei(x), i = 0, 1, 2, can be determined by
the principal eigenvalue of the associated nonlinear eigenvalue problem.

The following result is concerned with the instability of E0(x).

Lemma 3.2. Assume that 0 < d < d0,1 or 0 < d < d0,2. Then E0(·) is a uniform
weak repeller for Y0 in the sense that there exists a δ0 > 0 such that

lim sup
t→∞

‖Ψt(P
0)− E0(·)‖ ≥ δ0 (34)

for all P 0 := (R0(·), N0
1 (·), U0

1 (·), N0
2 (·), U0

2 (·)) ∈ Y0.

Proof. We first consider the case where 0 < d < d0,2. Then it follows from Lemma
2.2 that λ0

2(d) > 0. Hence, there exists a sufficiently small ε0 > 0 such that λε02 > 0,
where λε02 is the principal eigenvalue of

λφ(x) = dφ′′(x) + µ2(ϕ(x)
φ(x) )φ(x), x ∈ (0, 1),

λϕ(x) = dϕ′′(x) + [f2(z(x), ϕ(x)
φ(x) )− ε0]φ(x), x ∈ (0, 1),

w′(0) = w′(1) + γw(1) = 0, w = φ, ϕ.

By the continuity, there exists a δ0 > 0 such that

f2(R(·), U2

N2
) > f2(z(·), U2

N2
)− ε0, ∀ ‖R(·)− z(·)‖ < δ0. (35)
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Suppose by contradiction that (34) is not true. Then there exists P 0 ∈ Y0 such
that

lim sup
t→∞

‖Ψt(P
0)− E0(·)‖ < δ0.

Thus, there exists a t0 > 0 such that

‖R(·, t)− z(·)‖ < δ0, ∀ t ≥ t0, (36)

and
‖(N2(·, t), U2(·, t))− (0, 0)‖ < δ0, ∀ t ≥ t0. (37)

From (35), (36), and the last two equations in (5), we have
∂N2

∂t ≥ d
∂2N2

∂x2 + µ2( U2

N2
)N2, x ∈ (0, 1), t ≥ t0,

∂U2

∂t ≥ d
∂2U2

∂x2 + [f2(z(x), U2

N2
)− ε0]N2, x ∈ (0, 1), t ≥ t0,

∂w
∂x (0, t) = ∂w

∂x (1, t) + γw(1, t) = 0, t ≥ t0, w = N2, U2.

(38)

Since P 0 ∈ Y0, it is not hard to show that N2(·, t0) > 0 and U2(·, t0) > 0, and
hence, there exists an a0 > 0 such that

(N2(·, t0), U2(·, t0)) ≥ (a0φ
ε0
0 (·), a0ϕ

ε0
0 (·)), (39)

where (φε00 (x), ϕε00 (x)) is the strongly positive eigenfunction associated with λε02 .
Let

(N2(x, t), U2(x, t)) = (a0e
λ
ε0
2 (t−t0)φε00 (x), a0e

λ
ε0
2 (t−t0)ϕε00 (x)).

Then (N2(x, t), U2(x, t)) satisfies the following system
∂N2

∂t = d
∂2N2

∂x2 + µ2(
U2

N2
)N2, x ∈ (0, 1), t ≥ t0,

∂U2

∂t = d
∂2U2

∂x2 + [f2(z(x),
U2

N2
)− ε0]N2, x ∈ (0, 1), t ≥ t0,

∂w
∂x (0, t) = ∂w

∂x (1, t) + γw(1, t) = 0, t ≥ t0, w = N2, U2,

(N2(·, t0), U2(·, t0)) = (a0φ
ε0
0 (·), a0ϕ

ε0
0 (·)).

(40)

From (38), (39), (40), and the comparison principle, it follows that for t ≥ t0 and
x ∈ [0, 1], we have

(N2(x, t), U2(x, t)) ≥ (N2(x, t), U2(x, t)) = (a0e
λ
ε0
2 (t−t0)φε00 (x), a0e

λ
ε0
2 (t−t0)ϕε00 (x)).

Since λε02 > 0, it follows that limt→∞(N2(·, t), U2(·, t)) is unbounded, contradicting
(37). This contradiction proves the results for the case 0 < d < d0,2.

The arguments for the case 0 < d < d0,1 will be similar to Lemma 3.6, and we
omit the details. Thus, we completes the proof of this lemma.

In order to discuss the instability of E1(x), we consider the following nonlinear
system

∂N2

∂t = d∂
2N2

∂x2 + µ2( U2

N2
)N2, x ∈ (0, 1), t > 0,

∂U2

∂t = d∂
2U2

∂x2 + f2(R∗1(x), U2

N2
)N2 + g(N∗1 (x))

U∗
1 (x)

N∗
1 (x)N2, x ∈ (0, 1), t > 0,

∂w
∂x (0, t) = ∂w

∂x (1, t) + γw(1, t) = 0, t > 0, w = N2, U2,

(41)

where (R∗1(x), N∗1 (x), U∗1 (x)) is given in E1(x). Let D = C0([0, 1],R2
+) again and

C2 = {(N2, U2) ∈ D : Qmin,2N2(x) ≤ U2(x) ≤ Q∗∗2 N2(x) for x ∈ [0, 1]},

where Q∗∗2 is given by(17). Using the facts that R∗1(x) ≤ z(x), N∗1 (x) ≤ z(x)
Qmin,1

(see

Lemma 2.2 in [16]), and
U∗

1 (x)
N∗

1 (x) ≤ Q
∗
1 (see Lemma 2.1), together with the maximum

principle, one can show that system (41) generates a semiflow on C2. Substituting
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N2(x, t) = eΛ2tφ2(x), and U2(x, t) = eΛ2tϕ2(x) into (41), we obtain the associated
nonlinear eigenvalue problem

Λ2φ2(x) = dφ′′2(x) + µ2(ϕ2(x)
φ2(x) )φ2(x), x ∈ (0, 1),

Λ2ϕ2(x) = dϕ′′2(x) + f2(R∗1(x), ϕ2(x)
φ2(x) )φ2(x)

+g(N∗1 (x))
U∗

1 (x)
N∗

1 (x)φ2(x), x ∈ (0, 1),

w′(0) = w′(1) + γw(1) = 0, w = φ2, ϕ2.

(42)

By the similar arguments as in [17, Lemma 5.1], we have the following result.

Lemma 3.3. The eigenvalue problem (42) admits a principal eigenvalue Λ0
2 corre-

sponding to which there is a strongly positive eigenfunction (φ0
2(x), ϕ0

2(x))�D (0, 0).

The following result indicates that the instability of E1(x) can be determined by
the sign of Λ0

2.

Lemma 3.4. Assume 0 < d < d0,1 and Λ0
2 > 0. Then E1(·) is a uniform weak

repeller for Y0 in the sense that there exists a δ > 0 such that

lim sup
t→∞

‖Ψt(P
0)− E1(·)‖ ≥ δ, for all P 0 ∈ Y0. (43)

Proof. Since Λ0
2 > 0, it follows that there exists a sufficiently small ε > 0 such that

Λε2 > 0, where Λε2 is the principal eigenvalue of
Λ2φ2(x) = dφ′′2(x) + µ2(ϕ2(x)

φ2(x) )φ2(x), x ∈ (0, 1),

Λ2ϕ2(x) = dϕ′′2(x) + [f2(R∗1(x), ϕ2(x)
φ2(x) )− ε]φ2(x)

+[g(N∗1 (x))
U∗

1 (x)
N∗

1 (x) − ε]φ2(x), x ∈ (0, 1),

w′(0) = w′(1) + γw(1) = 0, w = φ2, ϕ2.

By the continuity, there exists a δ > 0 such that

f2(R(·), U2

N2
) > f2(R∗1(·), U2

N2
)− ε, ∀ ‖R(·)−R∗1(·)‖ < δ, (44)

and

g(N1)
U1

N1
> g(N∗1 (x))

U∗1 (x)

N∗1 (x)
− ε, ∀ ‖(N1(·), U1(·))− (N∗1 (·), U∗1 (·))‖ < δ. (45)

Suppose by contradiction that (43) is not true. Then there exists P 0 ∈ Y0 such
that

lim sup
t→∞

‖Ψt(P
0)− E1(·)‖ < δ.

Thus, there exists a t1 > 0 such that

‖R(·, t)−R∗1(·)‖ < δ and ‖(N1(·, t), U1(·, t))− (N∗1 (·), U∗1 (·))‖ < δ, ∀ t ≥ t1, (46)

and

‖(N2(·, t), U2(·, t))− (0, 0)‖ < δ, ∀ t ≥ t1. (47)

From the last two equations of (5) together with (44), (45) and (46), we have
∂N2

∂t ≥ d
∂2N2

∂x2 + µ2( U2

N2
)N2, x ∈ (0, 1), t ≥ t1,

∂U2

∂t ≥ d
∂2U2

∂x2 + [f2(R∗1(x), U2

N2
)− ε]N2

+[g(N∗1 (x))
U∗

1 (x)
N∗

1 (x) − ε]N2, x ∈ (0, 1), t ≥ t1,
∂w
∂x (0, t) = ∂w

∂x (1, t) + γw(1, t) = 0, t ≥ t1, w = N2, U2.

(48)
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Since P 0 ∈ Y0, it is not hard to show that N2(·, t1) > 0 and U2(·, t1) > 0, and
hence, there exists an a1 > 0 such that

(N2(·, t1), U2(·, t1)) ≥ (a1φ
ε
2(·), a1ϕ

ε
2(·)), (49)

where (φε2(x), ϕε2(x)) is the strongly positive eigenfunction associated with Λε2. Let

(Ñ2(x, t), Ũ2(x, t)) = (a1e
Λε2(t−t1)φε2(x), a1e

Λε2(t−t1)ϕε2(x)).

Then (Ñ2(x, t), Ũ2(x, t)) satisfies the following system

∂Ñ2

∂t = d∂
2Ñ2

∂x2 + µ2( Ũ2

Ñ2
)Ñ2, x ∈ (0, 1), t ≥ t1,

∂Ũ2

∂t = d∂
2Ũ2

∂x2 + [f2(R∗1(x), Ũ2

Ñ2
)− ε]Ñ2

+[g(N∗1 (x))
U∗

1 (x)
N∗

1 (x) − ε]Ñ2, x ∈ (0, 1), t ≥ t1,
∂w
∂x (0, t) = ∂w

∂x (1, t) + γw(1, t) = 0, t ≥ t1, w = Ñ2, Ũ2,

(Ñ2(·, t1), Ũ2(·, t1)) = (a1φ
ε
2(·), a1ϕ

ε
2(·)).

(50)

From (48), (49), (50), and the comparison principle, it follows that for t ≥ t1 and
x ∈ [0, 1], we have

(N2(x, t), U2(x, t)) ≥ (Ñ2(x, t), Ũ2(x, t)) = (a1e
Λε2(t−t1)φε2(x), a1e

Λε2(t−t1)ϕε2(x)).

Since Λε2 > 0, it follows that limt→∞(N2(·, t), U2(·, t)) is unbounded, contradicting
(47). This contradiction completes the proof of the lemma.

Next, we study the instability of E2(x). For this purpose, we consider the fol-
lowing system

∂N1

∂t = d∂
2N1

∂x2 + µ1( U1

N1
)N1, x ∈ (0, 1), t > 0,

∂U1

∂t = d∂
2U1

∂x2 + f1(R∗2(x), U1

N1
)N1, x ∈ (0, 1), t > 0,

∂w
∂x (0, t) = ∂w

∂x (1, t) + γw(1, t) = 0, t > 0, w = N1, U1,

(51)

where R∗2(x) is given in E2(x). Let D = C0([0, 1],R2
+) and

C1 = {(N1, U1) ∈ D : Qmin,1N1(x) ≤ U1(x) ≤ Q∗1N1(x) for x ∈ [0, 1]},
where Q∗1 is given by (16). Using the fact that R∗2(x) ≤ z(x), together with the
maximum principle, one can show that system (51) generates a semiflow on C1.
Substituting N1(x, t) = eΛ1tφ1(x), and U1(x, t) = eΛ1tϕ1(x) into (51), we obtain
the associated nonlinear eigenvalue problem

Λ1φ1(x) = dφ′′1(x) + µ1(ϕ1(x)
φ1(x) )φ1(x), x ∈ (0, 1),

Λ1ϕ1(x) = dϕ′′1(x) + f1(R∗2(x), ϕ1(x)
φ1(x) )φ1(x), x ∈ (0, 1),

w′(0) = w′(1) + γw(1) = 0, w = φ1, ϕ1.

(52)

By the similar arguments as in [17, Lemma 5.1], we have the following result.

Lemma 3.5. The eigenvalue problem (52) admits a principal eigenvalue Λ0
1 corre-

sponding to which there is a strongly positive eigenfunction (φ0
1(x), ϕ0

1(x))�D (0, 0).

The following result indicates that the instability of E2(x) can be determined by
the sign of Λ0

1.

Lemma 3.6. Assume 0 < d < d0,2 and Λ0
1 > 0. Then E2(·) is a uniform weak

repeller for Y0 in the sense that there exists a σ > 0 such that

lim sup
t→∞

‖Ψt(P
0)− E2(·)‖ ≥ σ, for all P 0 ∈ Y0. (53)



16 HUA NIE, SZE-BI HSU AND FENG-BIN WANG

Proof. Since Λ0
1 > 0, there exists a sufficiently small ρ > 0 such that Λρ1 > 0, where

Λρ1 is the principal eigenvalue of
Λ1φ1(x) = dφ′′1(x) + µ1(ϕ1(x)

φ1(x) )φ1(x)− ρφ1(x), x ∈ (0, 1),

Λ1ϕ1(x) = dϕ′′1(x) + [f1(R∗2(x), ϕ1(x)
φ1(x) )− ρ]φ1(x)− ρϕ1(x), x ∈ (0, 1),

w′(0) = w′(1) + γw(1) = 0, w = φ1, ϕ1.

Using (2), it follows that

g(N1)N2 = C(N1, N2)N1, and g(N1)
U1

N1
N2 = C(N1, N2)U1, (54)

where C(N1, N2) =
gmaxN

b−1
1

Kb
0+Nb1

N2, and b > 1. Note that

lim
(N1(·),N2(·))→(0,N∗

2 (·))
C(N1, N2) = C(0, N∗2 (·)) = 0.

By the continuity, there exists a σ > 0 such that

f1(R(·), U1

N1
) > f1(R∗2(·), U1

N1
)− ρ, ∀ ‖R(·)−R∗2(·)‖ < σ, (55)

and

0 ≤ C(N1(·), N2(·)) < ρ, ∀ ‖(N1(·), N2(·))− (0, N∗2 (·))‖ < σ. (56)

From (54) and (56), it follows that

g(N1)N2 ≤ ρN1 and g(N1)
U1

N1
N2 ≤ ρU1, ∀ ‖(N1(·), N2(·))− (0, N∗2 (·))‖ < σ. (57)

Suppose by contradiction that (53) is not true. Then there exists P 0 ∈ Y0 such
that

lim sup
t→∞

‖Ψt(P
0)− E2(·)‖ < σ.

Thus, there exists a t2 > 0 such that

‖R(·, t)−R∗2(·)‖ < σ and ‖(N1(·, t), N2(·, t))− (0, N∗2 (·))‖ < σ, ∀ t ≥ t2, (58)

and

‖(N1(·, t), U1(·, t))− (0, 0)‖ < σ, ∀ t ≥ t2. (59)

In view of the second and third equations of system (5), together with (55), (57),
and (58), we have

∂N1

∂t ≥ d
∂2N1

∂x2 + µ1( U1

N1
)N1 − ρN1, x ∈ (0, 1), t ≥ t2,

∂U1

∂t ≥ d
∂2U1

∂x2 + [f1(R∗2(x), U1

N1
)− ρ]N1 − ρU1, x ∈ (0, 1), t ≥ t2,

∂w
∂x (0, t) = ∂w

∂x (1, t) + γw(1, t) = 0, t ≥ t2, w = N1, U1.

(60)

Since P 0 ∈ Y0, it is not hard to show that N1(·, t2) > 0 and U1(·, t2) > 0, and
hence, there exists an a2 > 0 such that

(N1(·, t2), U1(·, t2)) ≥ (a2φ
ρ
1(·), a2ϕ

ρ
1(·)), (61)

where (φρ1(x), ϕρ1(x)) is the strongly positive eigenfunction associated with Λρ1. Let

(N̂1(x, t), Û1(x, t)) = (a2e
Λρ1(t−t2)φρ1(x), a2e

Λρ1(t−t2)ϕρ1(x)).
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Then (N̂1(x, t), Û1(x, t)) satisfies the following system
∂N̂1

∂t = d∂
2N̂1

∂x2 + µ1( Û1

N̂1
)N̂1 − ρN̂1, x ∈ (0, 1), t ≥ t2,

∂Û1

∂t = d∂
2Û1

∂x2 + [f1(R∗2(x), Û1

N̂1
)− ρ]N̂1 − ρÛ1, x ∈ (0, 1), t ≥ t2,

∂w
∂x (0, t) = ∂w

∂x (1, t) + γw(1, t) = 0, t ≥ t2, w = N̂1, Û1,

(N̂1(·, t2), Û1(·, t2)) = (a2φ
ρ
1(·), a2ϕ

ρ
1(·)).

(62)

From (60)-(62), and the comparison principle, it follows that for t ≥ t2 and x ∈ [0, 1],
we have

(N1(x, t), U1(x, t)) ≥ (N̂1(x, t), Û1(x, t)) = (a2e
Λρ1(t−t2)φρ1(x), a2e

Λρ1(t−t2)ϕρ1(x)).

Since Λρ1 > 0, it follows that limt→∞(N1(·, t), U1(·, t)) is unbounded, contradicting
(59). This contradiction completes the proof of the lemma.

Now we are in a position to show that if both of the semitrivial steady states
exist and both of them are uniform weak repellers, then both of the intraguild prey
and predator can coexist.

Theorem 3.7. Assume 0 < d < min{d0,1, d0,2} and Λ0
i > 0 for i = 1, 2. Then

system (5)-(7) is uniformly persistent with respect to (Y0, ∂Y0) in the sense that
there is a constant η > 0 such that every solution

(R(·, t), N1(·, t), U1(·, t), N2(·, t), U2(·, t))

of (5)-(7) with (R(·, 0), N1(·, 0), U1(·, 0), N2(·, 0), U2(·, 0)) ∈ Y0 satisfying

lim inf
t→∞

Ni(·, t) ≥ η, ∀ i = 1, 2. (63)

Furthermore, system (5)-(7) admits at least one (componentwise) positive steady-
state solution (R̄(·), N̄1(·), Ū1(·), N̄2(·), Ū2(·)).

Proof. Recall that Ψt : Y → Y is the solution maps associated with system (5)-
(7). By the strong maximum principle and the Hopf boundary lemma (see [29]), it
follows that for any P 0(·) := (R0(·), N0

1 (·), U0
1 (·), N0

2 (·), U0
2 (·)) ∈ Y0, we have

Ni(x, t, P
0(·)) > 0, ∀ x ∈ [0, 1], t > 0, i = 1, 2,

that is, ΨtY0 ⊆ Y0 for all t ≥ 0.
Let M∂ := {P 0 ∈ ∂Y0 : ΨtP

0 ∈ ∂Y0,∀ t ≥ 0}, and ω(P 0) be the omega limit
set of the orbit O+(P 0) := {ΨtP

0 : t ≥ 0}. We claim that

ω(ψ) = {E0(·)} ∪ {E1(·)} ∪ {E2(·)}, ∀ ψ ∈M∂ .

Indeed, for any given ψ ∈M∂ , we have Ψ(t)ψ ∈ ∂Y0, ∀ t ≥ 0, that is, N1(·, t, ψ) ≡ 0
or N2(·, t, ψ) ≡ 0, for all t ≥ 0. In the case where N1(·, t, ψ) ≡ 0 for all t ≥ 0, it
follows from Lemma 3.1 and Corollary 2 that U1(·, t, ψ) ≡ 0 for all t ≥ 0. Thus,
(R(·, t, ψ), N2(·, t, ψ), U2(·, t, ψ)) satisfies system (8) with functions µ = µ2 and f =
f2. By Theorem 2.4, we can conclude that either lim

t→∞
(R(·, t), N2(·, t), U2(·, t)) =

(R∗2(·), N∗2 (·), U∗2 (·)) or lim
t→∞

(R(·, t), N2(·, t), U2(·, t)) = (z(·), 0, 0). In the case where

N1(·, τ0, ψ) 6≡ 0 for some τ0 > 0, it follows from the maximum principle that
N1(·, t, ψ) > 0 for all t > τ0. This implies that N2(·, t, ψ) ≡ 0, for all t > τ0,
and hence, U2(·, t, ψ) ≡ 0. Thus, we see that (R(·, t, ψ), N1(·, t, ψ), U1(·, t, ψ)) satis-
fies system (8) with functions µ = µ1 and f = f1 for all t > τ0. Using Theorem 2.4
again, it follows that either lim

t→∞
(R(·, t), N1(·, t), U1(·, t)) = (R∗1(·), N∗1 (·), U∗1 (·)) or
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lim
t→∞

(R(·, t), N1(·, t), U1(·, t)) = (z(·), 0, 0). These discussions complete the proof of

the above claim.
Define a continuous function p : Y → [0,∞) by

p(φ) := min{ min
x∈[0,1]

φ2(x), min
x∈[0,1]

φ4(x)}, ∀ φ := (φ1, φ2, φ3, φ4, φ5) ∈ Y.

By the maximum principle and the Hopf boundary lemma (see [29]), we see that
p−1(0,∞) ⊆ Y0 and p has the property that if p(φ) > 0 or φ ∈ Y0 with p(φ) = 0,
then p(Ψ(t)φ) > 0, ∀ t > 0. That is, p is a generalized distance function for the
semiflow Ψ(t) : Y → Y (see, e.g., [34]).

By Lemma 3.1 and Corollary 2, the semiflow Ψt : Y → Y is point dissipative.
Obviously, Ψt : Y → Y is compact, ∀ t > 0. By [12, Theorem 3.4.8], it follows that
Ψt : Y → Y, t ≥ 0, admits a global compact attractor. By Lemmas 3.2, 3.4 and
3.6, it follows that {Ei} is isolated in Y and W s({Ei}) ∩ p−1(0,∞) = ∅, where
W s({Ei}) is the stable set of {Ei}, ∀ i = 0, 1, 2 (see [34]). Further, it is easy to
see that no subsets of {E0(·)} ∪ {E1(·)} ∪ {E2(·)} forms a cycle in ∂Y0. By [34,
Theorem 3], it follows that there exists an η > 0 such that

min
ψ∈ω(φ)

p(ψ) > η, ∀ φ ∈ Y0.

This implies that (63) holds.
By [20, Theorem 3.7 and Remark 3.10], it follows that Ψt : Y0 → Y0 admits a

global attractor A0. It then follows from [20, Theorem 4.7] that Ψt admits a steady-
state solution (R̄(·), N̄1(·), Ū1(·), N̄2(·), Ū2(·)) ∈ Y0, and hence, N̄i(·) > 0, i = 1, 2.
Using Lemma 3.1, it is easy to conclude that Ūi(·) > 0, i = 1, 2. By the maximum
principle and the Hopf boundary lemma (see [29]), we can further show that R̄(·) >
0. Thus, (R̄(·), N̄1(·), Ū1(·), N̄2(·), Ū2(·)) is a positive steady state solution of (5)-
(7).

Finally, we consider another interesting case where the semi-trivial solution E1(x)
exists but E2(x) does not exist. That is, the intraguild prey can survive in the
absence of predator, but the intraguild predator can not survive in the absence
of prey. Then one can use similar arguments as in Theorem 3.7 to show that
coexistence for system (5)-(7) is also possible provided that E1(x) is a uniform
weak repeller.

Theorem 3.8. Assume 0 < d0,2 < d < d0,1 and Λ0
2 > 0. Then system (5)-(7) is

uniformly persistent with respect to (Y0, ∂Y0) in the sense that there is a constant
% > 0 such that every solution (R(·, t), N1(·, t), U1(·, t), N2(·, t), U2(·, t)) of (5)-(7)
with (R(·, 0), N1(·, 0), U1(·, 0), N2(·, 0), U2(·, 0)) ∈ Y0 satisfying

lim inf
t→∞

Ni(·, t) ≥ %, ∀ i = 1, 2.

Furthermore, system (5)-(7) admits at least one (componentwise) positive steady-
state solution (Ř(·), Ň1(·), Ǔ1(·), Ň2(·), Ǔ2(·)).

4. Numerical simulations. In this section, we present some results of our numer-
ical simulations performed with Matlab. Numerical simulations of system (5)-(7)
were implemented using Eq. (2) for the predation rate g(N1), Eq. (3) for the
specific growth rate µi(Qi), and Eq. (4) for uptake rate fi(R,Qi).

The predator-prey interaction in system (5)-(7) is usually referred to “intraguild
predation”, in which Ochromonas (N2) can act as an intraguild predator that con-
sumes Microcystis (N1) and competes with N1 for ammonium (a nitrogen resource).
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In contrast to intraguild predation, there is an alternative predator-prey inter-
action, “top-down predation”, when grown on nitrate (rather than ammonium).
In the top-down predation, Ochromonas acts as a top-down predator in a linear
food chain but does not compete for nitrate with Microcystis. In our numerical
simulations of system (5)-(7), we always take the maximum nutrient uptake rate
amax,2 = 24.0 × 10−14 mol cell−1 day−1 to simulate that the intraguild prey suf-
fered from both competition and predation by the intraguild predator (intraguild
predation), and we take amax,2 = 0 mol cell−1 day−1 to simulate that the prey suf-
fered from top-down predation only (top-down predation). Varying the values of
R(0), d, and gmax, respectively, we can discuss the effects of the nutrient supply
concentration (R(0)), the diffusion rate (d), and the maximum prey ingestion rate
(gmax) on the intraguild predation (amax,2 = 24.0 × 10−14 mol cell−1 day−1) and

top-down predation (amax,2 = 0 mol cell−1 day−1). The rest of the biological pa-
rameters are given in Table 4.1, which are similar to those used by the authors in
[36]. Our numerical studies also confirm one of the predictions in [36] that prey
abundances are suppressed much more strongly by intraguild predation than by the
usual predator-prey interaction of a linear food chain.

Table 1. Common parameters used in intraguild predation and
top-down predation.

Quantity Value Quantity Value

γ 10 day−1 amax,1 12.0× 10−14 mol cell−1 day−1

K1 9.0× 10−7 mol l−1 K2 6.5× 10−7 mol l−1

µmax,1 0.7 day−1 µmax,2 2.2 day−1

Qmin,1 2.6× 10−14 mol cell−1 Qmin,2 1.0× 10−13 mol cell−1

Qmax,1 9.5× 10−14 mol cell−1 Qmax,2 32.0× 10−13 mol cell−1

b 2.37 K0 4.0× 108 cells l−1

4.1. Effect of nutrient supply. At first, we focus on the effect of the nutri-
ent supply (R(0)) in intraguild predation versus top-down predation. We put
d = 0.12 day−1, gmax = 53 cells cell−1 day−1, and the other parameters are giv-
en in Table 4.1. Varying the nutrient supply concentration R(0), we observe that
enrichment of the shared nutrient reduces the abundance of the intraguild prey (see
Fig. 4.2 (A)). More precisely, the abundance of the intraguild predator increas-
es with the increasing of R(0), and the intraguild prey declined in density with
increasing enrichment (see Fig. 4.1 (A, C) and Fig. 4.2 (A)). Moreover, the in-
traguild prey was suppressed to near extinction although the intraguild prey is the
superior competitor for the shared resource (see Fig. 4.2 (A)).

For top-down predation, we observe the increase of the abundances of two species
in the low level of enrichment. Enrichment of the shared nutrient eventually causes
no obvious change in the abundances of two species in top-down predation (see Fig.
4.1 (B, D) and Fig. 4.2 (B)). Moreover, in contrast to the top-down predation,
the numerical results indicate strong dominance by the intraguild predator and low
intraguild prey abundance with the enrichment of the nutrient (see Fig. 4.2).

4.2. Effect of diffusion. To investigate the effect of the diffusion (d), we put
R(0) = 2.0 × 10−5 mol l−1, gmax = 53 cells cell−1 day−1, and the other parameters
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(A) (B)

(C) (D)

Figure 1. The effects of the nutrient supply concentration
R(0): (A, C) Intraguild predation with amax,2 = 24.0 ×
10−14 mol cell−1 day−1, and (B, D) top-down predation with
amax,2 = 0 mol cell−1 day−1. R(0) = 1.5 × 10−5 mol l−1 in (A, B),

and R(0) = 2.5× 10−5 mol l−1 in (C, D).

(A) (B)

Figure 2. Bifurcation diagrams of positive steady state solutions
to (5)-(7) with the bifurcation parameter R(0) ranging from 0.5 ×
10−5 to 2.0× 10−4 mol l−1. (A) Intraguild predation with amax,2 =

24.0 × 10−14 mol cell−1 day−1, and (B) top-down predation with
amax,2 = 0 mol cell−1 day−1.

are given in Table 4.1. Varying the diffusion rate d, we observe that the abundance
of the intraguild predator increases with the decreasing of d, and the intraguild
prey declines in density with the decreasing of d (see Fig. 4.3 (A, C, E)). Similar
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(A) (B)

(C) (D)

(E) (F)

Figure 3. The effects of the diffusion rate d: (A, C, E) Intraguild
predation with amax,2 = 24.0 × 10−14 mol cell−1 day−1, and (B,

D, F) top-down predation with amax,2 = 0 mol cell−1 day−1. d =

0.08 day−1 in (A, B), d = 0.12 day−1 in (C, D), and d = 0.16 day−1

in (E, F).

phenomena are observed in the population abundances of the two species for top-
down predation (see Fig. 4.3 (B, D, F)).

In contrast to the top-down predation, the numerical results indicate that prey
abundances are suppressed much more strongly by intraguild predation than by the
classic predator-prey interaction of a linear food chain through grazing (see Fig.
4.3). Moreover, coexistence is more likely in systems with intraguild predation (see
Fig. 4.3 (E, F)).

4.3. Effect of prey ingestion. To investigate the effect of the maximum ingestion
rate (gmax), we put d = 0.12 day−1, R(0) = 2.0 × 10−5 mol l−1, and the other
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(A) (B)

Figure 4. Bifurcation diagrams of positive steady state solution-
s to (5)-(7) with the bifurcation parameter gmax ranging from 0
to 120 cells cell−1 day−1. (A) Intraguild predation with amax,2 =

24.0 × 10−14 mol cell−1 day−1, and (B) top-down predation with
amax,2 = 0 mol cell−1 day−1.

parameters are given in Table 4.1. For top-down predation, numerical simulations
indicate that there is a unique critical value of the maximum ingestion rate g∗max such
that the top predator can coexist with the intermediate prey provided gmax > g∗max

(see Fig. 4.4 (B)). Moreover, the intermediate prey is always dominated.
For intraguild predation, numerical simulations indicate that there exists two

critical values gmax,1 < gmax,2. If the maximum ingestion rate gmax > gmax,1,
then the intraguild predator can invade successfully and coexist with the intraguild
prey. Moreover, the gradual increase of the maximum ingestion rate may cause a
gradual reduction in the abundance of intraguild prey. Increasing gmax gradually,
we observe that the dominance of the intraguild predator and the intraguild prey
can be switched at some critical value gmax,2 (see Fig. 4.4 (A)). We also observed
that g∗max > gmax,1, which means coexistence is more likely for the system with
intraguild predation.

5. Discussion. This study proposed and analyzed a reaction-diffusion system (see
(5)-(7)) modeling predator-prey interactions of mixotrophic plankton species and its
autotrophic prey in an unstirred chemostat, in which the predator can also compete
with its prey for one single nutrient resource that can be stored within individuals.
Due to the singularity arising in the ratio of Ui/Ni with (Ui, Ni) = (0, 0), i = 1, 2,
it is worth noting that we cannot do linearization and bifurcation at the trivial
or semitrivial steady states. This makes mathematical analysis more difficult and
challenging.

Investigating the extinction/persistence of a single species is a preliminary step
before we study the coexistence of two species. The dynamics of single species is
governed by system (8), which is the same to the single population model proposed
in [16]. The mathematical arguments in [16] only work when some specific param-
eters are relatively large or small, and results of extinction/persistence is left open
for intermediate parameter values. In Theorem 2.4, we show that the threshold
dynamics of system (8) is determined by the principal eigenvalue of the nonlinear
eigenvalue problem (13), λ0, which is similar to the one studied in [17] (see also
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[24]). We note that the eigenvalue λ0 is affected by the physical transport charac-
teristics of chemostat (i.e. the diffusivity d or the washout constant γ), the uptake
rate, and the growth rate.

If both of the intraguild predator and intraguild prey can persist as a single
species, then Theorem 2.4 guarantees that system (5)-(7) admits at least three
steady states, that is a trivial steady state, and two semitrivial steady states. The
trivial steady-state solution of (5)-(7), labeled E0(x), corresponds to the absence
of both species. One of the semi-trivial steady-state solutions of (5)-(7), labeled
E1(x), corresponds to the presence of the intraguild prey and the absence of the
intraguild predator. The other semi-trivial steady-state solution of (5)-(7), labeled
E2(x), corresponds to the presence of the intraguild predator and the absence of
the intraguild prey. In Lemma 3.4, we show that the semitrivial steady state E1(x)
is invasible by the missing intraguild predator if Λ0

2 > 0, where Λ0
2 is the principal

eigenvalue of system (42). Thus, the invasibility of E1(x) depends on the physical
transport characteristics of chemostat, the uptake rate of the intraguild predator,
the growth rate of the intraguild predator, and the predation rate. In Lemma 3.6, we
show that the semitrivial steady state E2(x) is invasible by the missing intraguild
prey if Λ0

1 > 0, where Λ0
1 is the principal eigenvalue of system (52). Thus, the

invasibility of E2(x) depends on the physical transport characteristics of chemostat,
the uptake rate of the intraguild prey, and the growth rate of the intraguild prey.
When both of the semitrivial steady states are invasible by the missing competitor,
we theoretically prove that there is at least one positive steady states representing
coexistence of the intraguild predator and the intraguild prey (Theorem 3.7). We
also study another interesting case where the intraguild prey can persist as a single
species, while the intraguild predator cannot survive as a single species. For this
case, we can also show that coexistence of system (5)-(7) is possible when the
semitrivial steady state E1(x) is invasible by the missing intraguild predator (see
Theorem 3.8). We perform numerical studies which can confirm our analytical
results. Finally, we point out that the local stability of the semi-trivial solutions
E2(x) (resp. E1(x)) have been rigorously discussed in the Appendix section of [26].
It was shown that E2(x) (resp. E1(x)) is locally asymptotically stable if Λ0

1 < 0
(resp. Λ0

2 < 0), and the possibility of bistability for system (5)-(7) was studied by
the authors in [26].

If we put g(N1) ≡ 0 in system (5)-(7) (i.e., we put gmax = 0 in (2)), then system
(5)-(7) will become the system without predation investigated in [16]. The authors
in [16] used another mathematical approach to show that coexistence is possible for
the system without predation, however, our simulation indicates that coexistence
only occurs for a narrow range of parameter values in their system. Further, our
numerical simulations also confirm that intraguild predation can promote the di-
versity of species in a community (5)-(7). This observation is similar to the spatial
homogeneous system (1). In Fig. 4.4 (A), we found that the prey (N1) can persist,
but the predator (N2) will die out if the mechanism of predation is removed (i.e.,
gmax = 0). Increasing the value of gmax, we observed that the intraguild predator
and the intraguild prey can coexist when gmax belongs to a specific interval.

Besides intraguild predation, top-down predation is another significant predator-
prey interaction. When the nitrogen resource (R) is nitrate rather than ammonium,
Ochromonas acts as a top-down predator in a linear food chain but does not compete
for nitrate with Microcystis (the prey) [36]. Mathematically, the governing system
of top-down predation is the one with the substitution f2(R, U2

N2
) ≡ 0 into system
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(5)-(7). We note that the analysis of the model with top-down predation is similar to
those presented in this paper. In Section 4, we also numerically compare intraguild
predation with top-down predation. Our simulation studies indicate that population
densities of prey are suppressed much more strongly by intraguild predation than
by top-down predation. Those results are parallel to the intraguild predation theory
for the spatial homogeneous system (1), which is indeed one of the main predictions
in [36].

Acknowledgments. The work is supported by the Natural Science Foundation
of China (11671243, 11572180), the Fundamental Research Funds for the Central
Universities (GK201701001), Ministry of Science and Technology of Taiwan, Na-
tional Center for Theoretical Sciences (NCTS), and Chang Gung Memorial Hospital
(CRRPD3H0011, BMRPD18, NMRPD5F0543 and CLRPG2H0041). The authors
would like to give their sincere thanks to the anonymous referees for their valuable
suggestions leading to an improvement of the manuscript.

REFERENCES

[1] C. J. Bampfylde, M. A. Lewis, Biological control through intraguild predation: case studies in

pest control, invasive species and range expansion, Bull. Math. Biol., 69 (2007), 1031–1066.

[2] S. Diehl, Relative consumer sizes and the strengths of direct and indirect interactions in
omnivorous feeding relationships, Oikos, 68 (1993) 151–157.

[3] S. Diehl, Direct and indirect effects of omnivory in a littoral lake community, Ecology, 76

(1995), 1727–1740.
[4] S. Diehl, M. Feissel, Effects of enrichment on threelevel food chains with omnivory, Am. Nat.,

155 (2000), 200–218.

[5] S. Diehl, M. Feissel, Intraguild prey suffer from enrichment of their resources: a microcosm
experiment with ciliates, Ecology, 82 (2001), 2977–2983.

[6] M. Droop, Some thoughts on nutrient limitation in algae, J. Phycol., 9 (1973), 264–272.

[7] J. P. Grover, Resource competition in a variable environment: phytoplankton growing ac-
cording to the variable-internal-stores model, Am. Nat., 138 (1991), 811–835.

[8] J. P. Grover, Resource storage and competition with spatial and temporal variation in resource
availability, Am. Nat., 178 (2011), 124–148.

[9] J. P. Grover, S. B. Hsu, F.-B. Wang, Competition between microorganisms for a single limiting

resource with cell quota structure and spatial variation, J. Math. Biol., 64 (2012), 713–743.
[10] J. P. Grover, F.-B. Wang, Competition for one nutrient with internal storage and toxin

mortality, Math. Biosci., 244 (2013), 82–90.

[11] J. P. Grover, Resource Competition, Chapman and Hall, London, 1997.
[12] J. Hale, Asymptotic behavior of dissipative systems, American Mathematical Society Provi-

dence, RI, 1988.
[13] W. M. Hirsch, H. L. Smith, X.-Q. Zhao, Chain transitivity, attractivity, and strong repellers

for semidynamical systems, J. Dynam. Differential Equations, 13 (2001), 107–131.

[14] R. D. Holt, G. A. Polis, A theoretical framework for intraguild predation, Am. Nat., 149

(1997), 745–764.
[15] S. B. Hsu, S. Hubbell, P. Waltman, A mathematical theory for single-nutrient competition in

continuous cultures of micro-organisms, SIAM J. Appl. Math., 32 (1977), 366–383.
[16] S. B. Hsu, J. Jiang, F. B. Wang, On a system of reaction-diffusion equations arising from

competition with internal storage in an unstirred chemostat, J. Differential Equations, 248

(2010), 2470–2496.
[17] S. B. Hsu, K.-Y. Lam, F. B. Wang, Single species growth consuming inorganic carbon with

internal storage in a poorly mixed habitat, J. Math. Biol., 75 (2017), 1775–1825.

[18] S. B. Hsu, J.P. Shi, F.B. Wang, Further studies of a reaction-diffusion system for an unstirred
chemostat with internal storage, Discrete Contin. Dyn. Syst. Ser. B, 19 (2014), 1775–1825.

[19] S. B. Hsu, P. Waltman, On a system of reaction-diffusion equations arising from competition

in an unstirred Chemostat, SIAM J. Appl. Math., 53 (1993), 1026–1044.
[20] P. Magal, X. -Q. Zhao, Global attractors and steady states for uniformly persistent dynamical

systems, SIAM. J. Math. Anal., 37 (2005), 251–275.

http://www.ams.org/mathscinet-getitem?mr=MR2295843&return=pdf
http://dx.doi.org/10.2307/3545321
http://dx.doi.org/10.2307/3545321
http://dx.doi.org/10.2307/1940706
http://dx.doi.org/10.1086/303319
http://dx.doi.org/10.2307/2679828
http://dx.doi.org/10.2307/2679828
http://dx.doi.org/doi.org/10.1111/j.1529-8817.1973.tb04092.x
http://dx.doi.org/www.jstor.org/stable/2462435
http://dx.doi.org/www.jstor.org/stable/2462435
http://dx.doi.org/10.1086/662163
http://dx.doi.org/10.1086/662163
http://www.ams.org/mathscinet-getitem?mr=MR2910789&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR3101441&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR0941371&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1822214&return=pdf
http://dx.doi.org/doi.org/10.1086/286018
http://www.ams.org/mathscinet-getitem?mr=MR0434492&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2600965&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR3712330&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR3327897&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1232165&return=pdf
http://dx.doi.org/10.1137/0153051
http://dx.doi.org/10.1137/0153051
http://www.ams.org/mathscinet-getitem?mr=MR2172756&return=pdf


DYNAMICS OF A SYSTEM WITH INTRAGUILD PREDATION 25

[21] R. Martin, H. L. Smith, Abstract functional differential equations and reaction-diffusion sys-
tems, Trans. Amer. Math. Soc., 321 (1990), 1–44.

[22] F. M. M. Morel, Kinetics of nutrient uptake and growth in phytoplankton, J. Phycol., 23

(1987), 137–150.
[23] L. Mei, S. B. Hsu, F.-B. Wang, Growth of single phytoplankton species with internal storage

in a water column, Discrete Contin. Dyn. Syst. Ser. B, 21 (2016), 607–620.
[24] J. Mallet-Paret, R. D. Nussbaum, Generalizing the Krein-Rutman theorem, measures of non-

compactness and the fixed point index, J. Fixed Point Theor. Appl., 7 (2010), 103–143.

[25] H. Nie, J.H. Wu, Z.G. Wang, Dynamics on the unstirred chemostat models, Science Press,
Beijing, 2017.

[26] H. Nie, S.-B. Hsu, F.-B. Wang, Steady-state solutions of a reaction-diffusion system arising

from intraguild predation and internal storage, J. Differential Equations, 266 (2019), 8459–
8491.

[27] G. A. Polis, et al, The ecology and evolution of intraguild predation: potential competitors

that eat each other, Annu. Rew. Ecol. Syst., 20 (1989), 297–330.
[28] G. A. Polis, R. D. Holt, Intraguild predation: the dynamics of complex trophic interactions,

Trends Ecol. Evol., 7 (1992), 151–154.

[29] M. H. Protter, H. F. Weinberger, Maximum Principles in Differential Equations, Springer-
Verlag, 1984.

[30] H. L. Smith, Monotone Dynamical Systems: An Introduction to the Theory of Competi-
tive and Cooperative Systems, Math. Surveys Monogr 41, American Mathematical Society

Providence, RI, 1995.

[31] J. A. Rosenheim, H. K. Kaya, L. E. Ehleret, J. J. Marois, B. A. Jaffee, Intraguild predation
among biological control agents: theory and evidence, Biol. Control , 5 (1995), 303–335.

[32] H. L. Smith, P. Waltman, Competition for a single limiting resouce in continuous culture: the

variable-yield model, SIAM J. Appl. Math., 34 (1994), 1113–1131.
[33] H. L. Smith, P. Waltman, The Theory of the Chemostat , Cambridge Univ. Press, 1995.

[34] H. L. Smith, X.-Q. Zhao, Robust persistence for semidynamical systems, Nonlinear Anal., 47

(2001), 6169–6179.
[35] F.-B. Wang, S.-B. Hsu, Y.-H. Ho, Mathematical analysis on a Droop model with intraguild

predation, Taiwanese J. Math., 23 (2019), 351–373.

[36] S. Wilken, J. M. H. Verspagen, S. Naus-Wiezer, E. V. Donk, J. Huisman, Comparison of
predator-prey interactions with and without intraguild predation by manipulation of the

nitrogen source, Oikos, 123 (2014), 423–432.
[37] J. H. Wu, Global bifurcation of coexistence state for the competition model in the chemostat,

Nonlinear Anal., 39 (2000), 817–835.

[38] J. H. Wu and G. S. K. Wolkowicz, A system of resource-based growth models with two
resources in the un-stirred chemostat, J. Differential Equations, 172 (2001), 300–332.

[39] X.-Q. Zhao, Dynamical Systems in Population Biology, 2nd edn, Springer, New York, 2017.

Received xxxx 20xx; revised xxxx 20xx.

E-mail address: niehua@snnu.edu.cn

E-mail address: sbhsu@math.nthu.edu.tw

E-mail address: fbwang0229@gmail.com(correspondence author)

http://www.ams.org/mathscinet-getitem?mr=MR0967316&return=pdf
http://dx.doi.org/doi.org/10.1111/j.1529-8817.1987.tb04436.x
http://www.ams.org/mathscinet-getitem?mr=MR3432314&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2652513&return=pdf
http://dx.doi.org/doi.org/10.1016/j.jde.2018.12.035
http://dx.doi.org/doi.org/10.1016/j.jde.2018.12.035
http://dx.doi.org/doi.org/10.1146/annurev.es.20.110189.001501
http://dx.doi.org/doi.org/10.1146/annurev.es.20.110189.001501
http://dx.doi.org/doi.org/10.1146/annurev.es.20.110189.001501
http://www.ams.org/mathscinet-getitem?mr=MR0762825&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1319817&return=pdf
http://dx.doi.org/10.1006/bcon.1995.1038
http://dx.doi.org/10.1006/bcon.1995.1038
http://dx.doi.org/10.1137/S0036139993245344
http://dx.doi.org/10.1137/S0036139993245344
http://www.ams.org/mathscinet-getitem?mr=MR1315301&return=pdf
http://dx.doi.org/10.1017/CBO9780511530043
http://www.ams.org/mathscinet-getitem?mr=MR1971507&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR3936004&return=pdf
http://dx.doi.org/doi.org/10.1111/j.1600-0706.2013.00736.x
http://dx.doi.org/doi.org/10.1111/j.1600-0706.2013.00736.x
http://dx.doi.org/doi.org/10.1111/j.1600-0706.2013.00736.x
http://dx.doi.org/10.1016/S0362-546X(98)00250-8
http://www.ams.org/mathscinet-getitem?mr=MR1829632&return=pdf
http://dx.doi.org/10.1006/jdeq.2000.3870
http://dx.doi.org/10.1006/jdeq.2000.3870
http://www.ams.org/mathscinet-getitem?mr=MR1980821&return=pdf
mailto:niehua@snnu.edu.cn
mailto:sbhsu@math.nthu.edu.tw
mailto:fbwang0229@gmail.com(correspondence author)

	1. Introduction
	2. Single population model
	3. Two-species model
	3.1. Well-posedness
	3.2. Coexistence

	4. Numerical simulations
	4.1. Effect of nutrient supply
	4.2. Effect of diffusion
	4.3. Effect of prey ingestion

	5. Discussion
	Acknowledgments
	REFERENCES

