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#### Abstract

Distributed order differential equations offer new perspectives in modelling multi-scale physical problems. In distributed order fractional differential equations (DO-FDEs), the order of the derivatives is distributed over a range of real numbers. In this study, we present a numerical scheme for obtaining solutions of DO-FDEs. The method is a hybridization of the composite trapezoidal rule and the Chebyshev pseudo-spectral method. In the pseudo-spectral method, the premise is that the solution of the DO-FDE may be written as a linear combination of the first kind shifted Chebyshev polynomials, and integrated using the Gauss-Lobatto quadrature. Numerical examples are presented to demonstrate the accuracy and convergence of the method. The accuracy is determined through comparison with exact solutions presented in earlier studies in the literature.


## 1 Introduction

Evidence of memory retention and anomalous behaviour abound in many complex physical phenomena. Fractional differential and integral equations provide new possibilities for modelling such phenomena. The theory of fractional calculus has been extensively applied to physical problems such as those of viscoelasticity [1], diffusion [2] and growth models [3].

Fractional differential models are usually non-local and defined in terms of classical integrals, these make obtaining closed form solutions difficult. For this reason, numerous studies have been dedicated to developing accurate and efficient numerical schemes for arbitrary order differential equations. Among these schemes are the finite difference method [4], finite volume method [5] and spectral-based methods [6, 7]. Recent studies have been geared towards exploring the global property of spectral methods to approximate the solutions of differential equations of arbitrary real orders. The development of spectral methods such as the tau, Galerkin and collocation methods for fractional differential equations with single order derivatives has been relatively treated in literature. For instance, Doha et al. [8] presented spectral tau method with Chebyshev polynomials for arbitrary real order differential equations. Zayernouri and Karniadakis [9] developed a spectral collocation method using the eigenvalue solution of the fractional Sturm-Liouville problem as basis functions. In the study by Li and Xu [10], a spectral Galerkin method was proposed for time-fractional diffusion equations.

In this study, we consider a distributed order fractional differential equation (DO-FDE) of the form

$$
\begin{equation*}
\int_{\alpha_{l}}^{\alpha_{u}} \rho(\alpha){ }_{0}^{C} D_{x}^{\alpha} y(x) d \alpha=f(x), \quad x>0 \tag{1}
\end{equation*}
$$

where $\alpha \in \mathbb{R}^{+}$and $f(x)$ is a real valued function. The Caputo fractional derivative of $y(x)$, a sufficiently smooth function, is defined as [11]

$$
{ }_{0}^{C} D_{x}^{\alpha} y(x):= \begin{cases}\frac{1}{\Gamma(n-\alpha)} \int_{0}^{x} \frac{y^{n}(\tilde{x})}{(x-\tilde{x})^{\alpha+1-n}} d \tilde{x}, & n-1<\alpha<n, n \in \mathbb{N}  \tag{2}\\ \frac{d^{n} y(x)}{d x^{n}}, & \alpha=n \in \mathbb{N}\end{cases}
$$

[^0]where $\Gamma$ is the Euler gamma function. From the properties of the Caputo fractional differential operator, it is easy to show that the fractional derivative of a power function is
\[

{ }_{0}^{C} D_{x}^{\alpha} x^{j}= $$
\begin{cases}0 & j \in \mathbb{N}_{0}, j<\lceil\alpha\rceil \\ \frac{\Gamma(j+1)}{\Gamma(j+1-\alpha)} x^{j-\alpha}, & j \in \mathbb{N}_{0}, j \geq\lceil\alpha\rceil\end{cases}
$$
\]

This class of fractional differential equations offers new perspectives in the mathematical modelling of multi-scale systems. Unlike in conventional fractional differential equations where fractional orders are single-fixed real values, in DO-FDE, differential orders are distributed over a range of real values. Most published studies on numerical methods for distributed order fractional differential equation are derived from difference schemes. Obtaining the numerical solutions of single order fractional differential equations can be computationally demanding, owing to the global property of the differential operators. Additional computational cost can be incurred for the numerical integration of distributed order fractional differential equations, because differential orders are distributed over a set of real values. Among the few studies on the numerical solutions of DO-FDEs are studies by [13, 12, 14].

In this study, we present an accurate numerical scheme for the differential equations (1). The method involves approximating the integral using a Newton-Cotes formula. The resulting linear multi-term fractional differential equation is then approximated in terms of the shifted Chebyshev polynomials of the first kind and the Gauss-Lobatto quadrature. We present several examples to illustrate the use of the proposed method and compare numerical solutions with the exact solutions where possible.

## 2 Method of Solution

In this section, we present the method for solving the DO-FDE (1). The solution process is divided into two part, the first involving approximating the integral as a finite sum using a quadrature rule. This transforms the DO-FDE into a multi-term fractional differential equation. We then approximate the numerical solution of the multi-term fractional differential equations in terms of the first kind shifted Chebyshev polynomials. We present the fractional differentiation matrix in terms of the shifted Chebyshev polynomials and use the Gauss-Lobatto quadrature. We remark here that the numerical method inherits all the properties (accuracy, stability and convergence) of the quadrature rule and the numerical integration method.

### 2.1 The First Kind Shifted Chebyshev Polynomials

The class of polynomials $\left\{T_{n}(x)=\cos \left(n \cos ^{-1} x\right), n=0,1, \ldots\right\}$, called Chebyshev polynomials of the first kind, are eigenvalue solutions of the Sturm-Liouville problem [15]. Consider a mapping of the variable $x:[-1,1] \mapsto[0, \mathrm{~L}]$ using the affine mapping $x=2 \tilde{x} / \mathrm{L}-1$, we then have the recurrence relation of the shifted form of the first kind Chebyshev polynomials given as

$$
\begin{equation*}
\tilde{T}_{\mathrm{L}, n+1}(\tilde{x})=2\left(\frac{2 \tilde{x}}{\mathrm{~L}}-1\right) \tilde{T}_{\mathrm{L}, n}(\tilde{x})-\tilde{T}_{\mathrm{L}, n-1}(\tilde{x}), \quad 0 \leq \tilde{x} \leq \mathrm{L}, n=1,2, \ldots \tag{3}
\end{equation*}
$$

where the zeroth and first order polynomials are given respectively as $\tilde{T}_{\mathrm{L}, 0}(\tilde{x})=1$ and $\tilde{T}_{\mathrm{L}, 1}(\tilde{x})=2 \tilde{x} / \mathrm{L}-1$. In series form, equation (3) is given as (tilde dropped for brevity) [15]

$$
T_{\mathrm{L}, n}(x)=n \sum_{j=0}^{n} \frac{(-1)^{n-j}(n+j-1)!2^{2 j}}{(n-j)!(2 j)!\mathrm{L}^{j}} x^{j}, \quad n=0,1,2, \ldots,
$$

which satisfy the orthogonality condition

$$
\int_{0}^{\mathrm{L}} T_{\mathrm{L}, n}(x) T_{\mathrm{L}, m}(x) w_{\mathrm{L}}(x) d x=\delta_{m n} h_{n}
$$

where the weight function $w_{\mathrm{L}}(x)=1 / \sqrt{\mathrm{L} x-x^{2}}, h_{n}=c_{n} \pi / 2, c_{0}=2, c_{n}=1$ for $n \geq 1$. For approximations constructed on the Chebyshev-Gauss-Lobatto quadrature, we use the Christoffel number $\varpi_{j}=\pi / c_{j} N, 0 \leq$ $j \leq N$, with $c_{0}=c_{N}=2$ and $c_{j}=1 \forall 1 \leq j \leq N-1$.

### 2.2 Quadrature Rule

We approximate the integral in (1) using the composite trapezoidal rule. If we express the integral as a finite sum using the composite trapezoidal rule with $Q$ intervals, we have

$$
\begin{equation*}
\frac{\Delta \alpha}{2}\left[\rho_{0}{ }_{0}^{C} D_{x}^{\alpha_{0}} y(x)+2 \sum_{e=1}^{Q-1} \rho_{e}{ }_{0}^{C} D_{x}^{\alpha_{e}} y(x)+\rho_{Q}{ }_{0}^{C} D_{x}^{\alpha_{Q}} y(x)\right]+\mathcal{O}\left((\Delta \alpha)^{2}\right)=f(x) \tag{4}
\end{equation*}
$$

where $\left[\rho_{0}, \rho_{e}, \rho_{Q}\right] \equiv\left[\rho\left(\alpha_{0}\right), \rho\left(\alpha_{e}\right), \rho\left(\alpha_{Q}\right)\right], \Delta \alpha=\left(\alpha_{u}-\alpha_{l}\right) / Q$, with ${ }_{0}^{C} D_{x}^{\alpha_{0}} \equiv{ }_{0}^{C} D_{x}^{\alpha_{l}}$ and ${ }_{0}^{C} D_{x}^{\alpha_{Q}} \equiv{ }_{0}^{C} D_{x}^{\alpha_{u}}$, provided $y(x)$ is regular with respect to all $\alpha \in\left[\alpha_{0}, \alpha_{Q}\right]$.

The abscissas are evenly spaced points $\alpha_{e}=\alpha_{l}+e \Delta \alpha$, for $e=0,1,2, \ldots, Q-1, Q$. The approximation of the integral is an essential part of the numerical integration of (1). If $\alpha_{l}=0$, then ${ }_{0}^{C} D_{x}^{\alpha_{l}} y(x) \equiv y(x)$.

### 2.3 Approximation of $y(x)$ and Its Derivatives

Assume that $y(x)$ is a continuously differentiable function defined on the interval [ $0, \mathrm{~L}$ ] , and approximate $y(x)$ as series expansion in terms of the shifted form of first kind Chebyshev polynomials as

$$
y(x) \approx Y_{N}(x)=\sum_{n=0}^{N} Y_{n} T_{\mathrm{L}, n}(x)
$$

where the coefficients $Y_{n}$ satisfy the orthogonality condition written in discrete form as

$$
Y_{n}=\frac{1}{h_{n}} \sum_{j=0}^{N} Y\left(x_{j}\right) T_{\mathrm{L}, n}\left(x_{j}\right) \varpi_{j}, \quad n=0,1, \ldots, N
$$

Therefore, the approximation of $y(x)$ is given as

$$
\begin{equation*}
Y_{N}(x)=\sum_{j=0}^{N}\left[\varpi_{j} \frac{1}{h_{n}} T_{\mathrm{L}, n}\left(x_{j}\right) T_{\mathrm{L}, n}\left(x_{k}\right)\right] Y\left(x_{j}\right)=Y, \quad k=0,1, \ldots, N \tag{5}
\end{equation*}
$$

Theorem 1 The arbitrary derivative of a continuously differentiable function $y(x)$ is given as

$$
{ }_{0}^{C} D_{x}^{\alpha} y(x) \approx D^{\alpha} Y_{N}(x)=\sum_{j=0}^{N} D_{j, l}^{\alpha} Y\left(x_{j}\right)=D^{\alpha} Y
$$

where the entries $D_{j, l}^{\alpha}$ are given as

$$
D_{j, l}^{\alpha}=\varpi_{j} \sum_{n=0}^{N} \sum_{k=0}^{N} \frac{1}{h_{n}} n \sum_{j=0}^{n} T_{\mathrm{L}, n}\left(x_{j}\right) \frac{(-1)^{n-j}(n+j-1)!2^{2 j}}{(n-j)!(2 j)!} \frac{\Gamma(j+1)}{\Gamma(j-\alpha+1)} q_{j, k} T_{\mathrm{L}, k}\left(x_{l}\right), \quad j, l=0,1, \ldots, N
$$

and $q_{j, k}$ is defined as

$$
q_{j, k}= \begin{cases}0 & j=0,1, \ldots\lceil\alpha\rceil-1, \\
\frac{k \sqrt{\pi}}{h_{k}} \sum_{r=0}^{k} \frac{(-1)^{k-r}(k+r-1)!2^{2 r}}{(k-r)!(2 r)!} \frac{\Gamma(j-\alpha+r+1 / 2)}{\Gamma(j-\alpha+r+1)} L^{j-\alpha}, & \begin{array}{c}
j=\lceil\alpha\rceil,\lceil\alpha\rceil+1, \ldots, N, \\
k=0,1, \ldots, N
\end{array}\end{cases}
$$

The proof of this result can be found in Oloniiju et al. [16].
Using this theorem, we can easily approximate the derivatives in (4).

### 2.4 Numerical Integration of (1)

The numerical integration method is a combination of the quadrature rule described in Section 2.2 and the truncated Chebyshev polynomials approximation described in Section 2.3. Equation (1) is solved subject to initial conditions that are dependent on the values of $\alpha$. If $\alpha_{l}=0$ and $\alpha_{u}=1$, the equation is solved subject to the condition $y(0)=y_{0}$, and when $\alpha_{u}=2$, an additional condition is required. When the composite trapezoidal rule is used, the numerical integration of eq. (1) is given as

$$
\begin{equation*}
\frac{\Delta \alpha}{2}\left[\rho_{0} D^{\alpha_{0}}+2 \sum_{e=1}^{Q-1} \rho_{e} D^{\alpha_{e}}+\rho_{Q} D^{\alpha_{Q}}\right] Y=F \tag{6}
\end{equation*}
$$

where $Y$ and $F$ are defined using eq. (5) and evaluated on the Chebyshev-Gauss-Lobatto points $x_{j}=$ $\mathrm{L} / 2(1-\cos (\pi j / N)), 0 \leq j \leq N$. If $\alpha_{l}=0$ and $\alpha_{u}=2$, eq. (6) can be written as a linear algebraic system

$$
\frac{\Delta \alpha}{2} \sum_{j=2}^{N}\left[\left[\rho_{0} D_{j, l}^{\alpha_{0}}+2 \sum_{e=1}^{Q-1} \rho_{e} D_{j, l}^{\alpha_{e}}+\rho_{Q} D_{j, l}^{\alpha_{Q}}\right] Y\left(x_{j}\right)\right]=F\left(x_{j}\right), \quad l=0,1,2, \ldots, N
$$

which, when combined with the initial conditions: $y\left(x_{0}\right)=y_{0}$ and $y^{\prime}\left(x_{0}\right)=y_{0}^{\prime}$ that are respectively evaluated at the collocation points as

$$
Y\left(x_{0}\right)=y_{0}, \quad \sum_{j=0}^{N} D_{j, 0} Y\left(x_{j}\right)=y_{0}^{\prime}
$$

leads to a consistent system.

## 3 Convergence Analysis

In this section, we demonstrate the convergence of numerical scheme. To do this, we introduce $L^{2}([0, L])$ norm that is defined as $\|\cdot\|_{L_{w}^{2}([0, \mathrm{~L}])}$. We define the fractional Sobolev space, $H_{w}^{\alpha}([0, \mathrm{~L}]), \alpha \geq 0$, as

$$
H_{w}^{\alpha}([0, \mathrm{~L}])=\left\{y \in L_{w}^{2}([0, \mathrm{~L}]) \text { s.t. }{ }_{0}^{C} D_{x}^{\alpha} y(x) \in L_{w}^{2}([0, \mathrm{~L}])\right\}
$$

endowed with the semi-norm

$$
|y|_{l, \alpha}=\left\|_{0}^{C} D_{x}^{\alpha} y\right\|_{L_{w}^{2}([0, \mathrm{~L}])}
$$

and the associated norm

$$
\|y\|_{l, \alpha}=\left(\|y\|_{L_{w}^{2}([0, \mathrm{~L}])}^{2}+|y|_{l, \alpha}^{2}\right)^{1 / 2}
$$

Lemma 1 ([17]) Let $y \in H_{w}^{\alpha}([0, \mathrm{~L}])$, and $0<r<\alpha$, then there exists a positive constant such that

$$
\|y\|_{H_{w}^{r}([0, \mathrm{~L}])} \leq C\|y\|_{H_{w}^{\alpha}([0, \mathrm{~L}])}
$$

For the distributed order derivative, we have

$$
\begin{equation*}
\int_{\alpha_{l}}^{\alpha_{u}} \rho(\alpha){ }_{0}^{C} D_{x}^{\alpha} y(x) d \alpha=\frac{\Delta \alpha}{2}\left[\rho_{0}{ }_{0}^{C} D_{x}^{\alpha_{0}} y(x)+2 \sum_{e=1}^{Q-1} \rho_{e}{ }_{0}^{C} D_{x}^{\alpha_{e}} y(x)+\rho_{Q}{ }_{0}^{C} D_{x}^{\alpha_{Q}} y(x)\right]+\mathcal{O}\left((\Delta \alpha)^{2}\right) \tag{7}
\end{equation*}
$$

so we define the norm $\|y\|_{H_{w}^{m}}$ as

$$
\begin{equation*}
\|y\|_{H_{w}^{m}}=\left(\|y\|_{H_{w}^{\alpha_{0}}}^{2}+\sum_{e=1}^{Q-1}\|y\|_{H_{w}^{\alpha_{e}}}^{2}+\|y\|_{H_{w}^{\alpha_{Q}}}^{2}\right)^{1 / 2} \tag{8}
\end{equation*}
$$

Lemma 2 ([18]) Assume that $T_{N}$ is $L_{w}^{2}([0, \mathrm{~L}])$ orthogonal projection onto the space of Chebyshev polynomials with degree up to $N+1$, and $k$ and $m$ are real numbers such that $0 \leq k \leq m$, then for positive constant $C$ and for any function $y \in C([0, \mathrm{~L}]) \cap H_{w}^{m}([0, \mathrm{~L}])$, the following error estimates hold [18]

$$
\left\|y-T_{N} y\right\|_{H_{w}^{k}([0, \mathrm{~L}])} \leq C N^{2 k-m}\|y\|_{H_{w}^{m}([0, \mathrm{~L}])}
$$

and

$$
\left\|y-T_{N} y\right\|_{L_{w}^{2}([0, \mathrm{~L}])} \leq C N^{-m}\|y\|_{H_{w}^{m}([0, \mathrm{~L}])}
$$

We now present the convergence analysis of the numerical scheme.
Theorem 2 Assume that $y$ and $Y_{N}$ are solutions of eqs. (4) and (6) respectively, satisfying $y \in C([0, \mathrm{~L}]) \cap$ $H_{w}^{m}([0, \mathrm{~L}])$. Then, there exists a non-negative constant $C$ independent of $\Delta \alpha$ and $N$ such that

$$
\left\|y-Y_{N}\right\|_{L_{w}^{2}([0, \mathrm{~L}])} \leq C_{1}\left(\sum_{e=0}^{Q} N^{2 \alpha_{e}-m}\|y\|_{H_{w}^{m}}+(\Delta \alpha)^{2}\right)+C_{2} N^{-m}\|y\|_{H_{w}^{m}}
$$

Proof. To prove this let's define $\tilde{y}=T_{N} y$. Noting that $f=F$ and subtracting eq. (6) from eq. (4) gives the following error equation

$$
y-Y_{N}=\frac{\Delta \alpha}{2} \rho_{0} D^{\alpha_{0}}(y-\tilde{y})+\Delta \alpha \sum_{e=1}^{Q-1} \rho_{e} D^{\alpha_{e}}(y-\tilde{y})+\frac{\Delta \alpha}{2} \rho_{Q} D^{\alpha_{Q}}(y-\tilde{y})+\mathcal{O}\left((\Delta \alpha)^{2}\right)+\epsilon
$$

where

$$
\epsilon=\frac{\Delta \alpha}{2} \rho_{0} D^{\alpha_{0}}\left(\tilde{y}-Y_{N}\right)+\Delta \alpha \sum_{e=1}^{Q-1} \rho_{e} D^{\alpha_{e}}\left(\tilde{y}-Y_{N}\right)+\frac{\Delta \alpha}{2} \rho_{Q} D^{\alpha_{Q}}\left(\tilde{y}-Y_{N}\right)
$$

is the residual. To estimate $\left\|y-Y_{N}\right\|_{L_{w}^{2}([0, L])}$, we have

$$
\begin{aligned}
&\left\|y-Y_{N}\right\|_{L_{w}^{2}([0, \mathrm{~L}])} \leq\left\|\frac{\Delta \alpha}{2} \rho_{0} D^{\alpha_{0}}(y-\tilde{y})\right\|_{L_{w}^{2}([0, \mathrm{~L}])}+\left\|\Delta \alpha \sum_{e=1}^{Q-1} \rho_{e} D^{\alpha_{e}}(y-\tilde{y})\right\|_{L_{w}^{2}([0, \mathrm{~L}])} \\
&+\left\|\frac{\Delta \alpha}{2} \rho_{Q} D^{\alpha_{Q}}(y-\tilde{y})\right\|_{L_{w}^{2}([0, \mathrm{~L}])}+(\Delta \alpha)^{2}+\|\epsilon\|_{L_{w}^{2}([0, \mathrm{~L}])} \\
& \leq C_{1}\left(N^{2 \alpha_{0}-m}\|y\|_{H_{w}^{m}}+\sum_{e=1}^{Q-1} N^{2 \alpha_{e}-m}\|y\|_{H_{w}^{m}}+N^{2 \alpha_{Q}-m}\|y\|_{H_{w}^{m}}+(\Delta \alpha)^{2}\right) \\
& \quad+C_{2} N^{-m}\|y\|_{H_{w}^{m}} \\
& \leq C_{1}\left(\sum_{e=0}^{Q} N^{2 \alpha_{e}-m}\|y\|_{H_{w}^{m}}+(\Delta \alpha)^{2}\right)+C_{2} N^{-m}\|y\|_{H_{w}^{m}},
\end{aligned}
$$

where $C_{1}$ and $C_{2}$ are independent of $N$.

## 4 Numerical Examples

In this section, we demonstrate the efficiency and accuracy of the method on selected DO-FDEs. The numerical results, where possible, are compared with exact solutions. These examples are motivated by the range of applications of distributed order models studied in Atanackovic et al. [19]. Numerical computations are performed using the PYTHON programming language on the SPYDER IDE.

Example 1 Consider the DO-FDE defined on the domain [0, 0.99]

$$
\begin{equation*}
\int_{0}^{2} \frac{\Gamma(6-\alpha)}{120}{ }_{0}^{C} D_{x}^{\alpha} y(x) d \alpha=\frac{x^{5}-x^{3}}{\log x}, \tag{9}
\end{equation*}
$$

with initial conditions $y(0)=y^{\prime}(0)=0$, and whose unique solution is given as $y(x)=x^{5}[12,14]$.
We approximate (9) using the numerical scheme described in Section 2 to obtain the following system of algebraic equations

$$
\begin{aligned}
& \frac{1}{Q} \sum_{j=2}^{N}\left[\left[1+2 \sum_{e=1}^{Q-1} \frac{\Gamma(6-2 e / Q)}{120} D_{j, l}^{2 e / Q}+\frac{1}{20} D_{j, l}^{2}\right] Y\left(x_{j}\right)\right]=F\left(x_{j}\right), \\
& Y\left(x_{0}\right)=0, \quad \sum_{j=0}^{N} D_{j, 0} Y\left(x_{j}\right)=0, \quad l=0,1,2, \ldots, N,
\end{aligned}
$$

where the function on the right hand side is evaluated at the Chebyshev-Gauss-Lobatto points.
The solution was obtained numerically in Diethelm and Ford [12] using a combination of a weighted quadrature formula and the fractional Adams' method, and in Katsikadelis [14] using the trapezoidal rule and an analogue equation method. Table 1 shows the convergence of the solution using the infinity error norm. The convergence is given in terms of the number of collocations points $N$ and the number of intervals in the quadrature formula $Q$. It is expected that as both $N$ and $Q$ grow, the maximum error vanishes. In comparison with the absolute errors presented in Diethelm and Ford [12] and Katsikadelis [14], the maximum errors in this study are smaller. Figure 1 depicts the logscale $L$-infinity and $L^{2}$ error norms for different values of $N$. The solution errors decay geometrically with an increase in the number of collocation points $N$.

Example 2 Consider the DO-FDE

$$
\begin{equation*}
\int_{0.2}^{1.5} \Gamma(3-\alpha)_{0}^{C} D_{x}^{\alpha} y(x) d \alpha=2 \frac{x^{1.8}-x^{0.5}}{\ln x}, \tag{10}
\end{equation*}
$$

whose exact solution is given as $y(x)=x^{2}$ in Katsikadelis [14]. The equation is solved on the domain $[0,0.9]$ with the initial conditions $y(0)=y^{\prime}(0)=0$.

Like Example 1, the approximation of (10) leads to the linear algebraic system

$$
\begin{aligned}
& \frac{13}{20 Q} \sum_{j=2}^{N}\left[\left[\Gamma(2.8) D_{j, l}^{0.2}+2 \sum_{e=1}^{Q-1} \Gamma\left(3-\alpha_{e}\right) D_{j, l}^{\alpha_{e}}+\Gamma(1.5) D_{j, l}^{1.5}\right] Y\left(x_{j}\right)\right]=F\left(x_{j}\right), \\
& Y\left(x_{0}\right)=0, \quad \sum_{j=0}^{N} D_{j, 0} Y\left(x_{j}\right)=0, \quad l=0,1,2, \ldots, N
\end{aligned}
$$

where $\alpha_{e}=0.2+13 e / 10 Q, e=1, \ldots, Q-1$.
Numerical results were presented for this example using fractional Adams' method and analogue equation method by Diethelm and Ford [12] and Katsikadelis [14] respectively. In Table 2, we show the maximum absolute errors in the solution. One distinguishing feature of DO-FDE is the distributed order of the derivatives, and for this reason, we do not expect to obtain the same level of accuracy as in the case of FDEs with fixed order. However, the results presented in Table 2 show that the numerical solution improves as the number of terms in the Chebyshev expansion and the number of intervals in the trapezoidal rule increase. In Diethelm and Ford [12] and Katsikadelis [14], 640 grid points were required to achieve the same level of accuracy in Table 2.

Table 1: Maximum absolute error norms for the approximation of Example 1 using different values of $Q$ and $N$.

| $N$ | $Q$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 4 | 8 | 16 | 32 | 64 |
| 2 | 0.99691 | 1.10720 | 1.14586 | 1.16029 | 1.16621 | 1.16884 |
| 4 | 0.03859 | 0.04828 | 0.05183 | 0.05312 | 0.05363 | 0.05384 |
| 6 | 0.00776 | 0.00189 | 0.00047 | 0.00012 | $3.14562 \times 10^{-5}$ | $9.41815 \times 10^{-6}$ |
| 8 | 0.00764 | 0.00187 | 0.00047 | 0.00012 | $2.97335 \times 10^{-5}$ | $7.94795 \times 10^{-6}$ |
| 10 | 0.00778 | 0.00189 | 0.00047 | 0.00012 | $2.98145 \times 10^{-5}$ | $7.82399 \times 10^{-6}$ |

Table 2: Absolute error norms in $L^{\infty}$ for the approximation of Example 2 using different values of $Q$ and $N$.

| $N$ | $Q$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 4 | 8 | 16 | 32 | 64 |
| 2 | 0.10225 | 0.10181 |  |  |  |  |
| 4 | 0.01058 | 0.00178 | 0.10171 | 0.10168 | 0.10168 | 0.10168 |
| 6 | 0.01493 | 0.00324 | 0.00047 | 0.00143 | 0.000152 | 0.00154 |
| 8 | 0.01618 | 0.00377 | 0.00073 | 0.00035 | 0.00072 | 0.000039 |
| 10 | 0.01642 | 0.00393 | 0.00084 | 0.00023 | 0.00025 | 0.00025 |

Example 3 Consider the equation [14]

$$
\begin{equation*}
\int_{0}^{2} \Gamma(4-\alpha) \sinh (\alpha)_{0}^{C} D_{x}^{\alpha} y(x) d \alpha=\frac{6 x\left(x^{2}-\cosh 2-\sinh 2 \ln x\right)}{(\ln x)^{2}-1}, \tag{11}
\end{equation*}
$$

with the initial conditions $y(0)=y^{\prime}(0)=0$, whose exact solution is given as $y(x)=x^{3}$. The equation is defined in the domain $[0,1]$. The numerical solution was obtained in Katsikadelis [14] using a hybrid composite trapezoidal rule and analogue equation method.

The discretization of (11) yields the system of linear algebraic equations

$$
\begin{aligned}
& \frac{1}{Q} \sum_{j=2}^{N}\left[\left[2 \sum_{e=1}^{Q-1} \Gamma(4-2 e / Q) \sinh (2 e / Q) D_{j, l}^{2 e / Q}+\sinh (2) D_{j, l}^{2}\right] Y\left(x_{j}\right)\right]=F\left(x_{j}\right), \\
& Y\left(x_{0}\right)=0, \quad \sum_{j=0}^{N} D_{j, 0} Y\left(x_{j}\right)=0, \quad l=0,1,2, \ldots, N .
\end{aligned}
$$

Table 3 shows the maximum absolute error in the solution for (11). Again the rate of convergence is typical of spectral methods, although the solution is less accurate when compared with fractional differential equations with fixed or single real orders. Figure 2 shows the error $\left|y(x)-Y_{N}(x)\right|$ in the domain $x \in[0,1]$ for $N=15$ and $Q=64$, while Figure 3 shows the convergence of the numerical solution in terms of $L^{\infty}$ and $L^{2}$ errors with respect to $N$. Although, the exact solution may not be continuously differentiable in $[0,1]$, the numerical approximation is accurate. We note that it is possible that the accuracy may deteriorate as $N$ increases if the solution $y(x)$ is no longer in the space of smooth functions $C^{N}([0,1])$.


Figure 1: $L^{\infty}$ and $L^{2}$ errors for Example 1 different values of $N$ and $Q=64$.


Figure 2: Error $\left|y(x)-Y_{N}(x)\right|$ for Example 3 using $N=15, Q=64$.


Figure 3: Convergence error norms for Example 3 in both $L^{\infty}$ and $L^{2}$ norms for different number of terms in the Chebyshev expansion. $Q=64, x \in[0,1]$.

Table 3: $L^{\infty}$ error norms for the numerical approximation of Example 3 using different values of $N$ and $Q$.

| $N$ | $Q$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 4 | 8 | 16 | 32 | 64 |
| 2 | 0.99013 | 0.92874 | 0.91644 | 0.91374 | 0.91310 | 0.91294 |
| 4 | 0.22315 | 0.06628 | 0.01935 | 0.00717 | 0.00408 | 0.00331 |
| 6 | 0.20182 | 0.06035 | 0.01708 | 0.00572 | 0.00284 | 0.00212 |
| 8 | 0.19946 | 0.05899 | 0.01727 | 0.00774 | 0.00606 | 0.00579 |
| 10 | 0.19901 | 0.05864 | 0.01325 | 0.00300 | 0.00032 | 0.00045 |

## 5 Conclusion

In this study, we presented a numerical method for solving a general distributed order fractional differential equation. The distributed order fractional differential equation was first approximated using a quadrature formula, which transforms it to a multi-term fractional differential equation. The resulting multi-term fractional differential equation is then solved using a pseudo-spectral collocation method. The method assumed that the solution of the distributed order fractional differential equation could be written as linear combination of the shifted first kind Chebyshev polynomials integrated using the Gauss-Lobatto quadrature. We note that the scheme inherits the properties of the quadrature and numerical integration formulas. We demonstrated the accuracy and convergence of the method. The scheme has the advantage that it is easy to use and code. In future, the numerical scheme would be extended to higher dimensional distributed order fractional differential equations.
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