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Abstract

We propose a criterion in order to establish, dealing with perturbed data, when
a vector v belongs to a subspace W of a vector space U from a numerical point
of view. The criterion formalizes the intuitive idea that, due to the errors that
affect the knowledge of the vector and the subspace, we consider the exact vector
lying in the exact subspace if a “sufficiently small perturbation” of v belongs
to a “sufficiently small perturbation” of W . The criterion, obviously chosen as
independent of the norm of v and of the basis of W , is computationally simple
to use, but it requires the choice of a threshold. Suitable values of the threshold
such that the criterion adheres to the previous intuitive idea are found both when
we know a basis of the exact subspace and when an orthonormal basis of the
perturbed subspace is given.

1 Introduction

Several mathematical problems involve the necessity of detecting if an assigned vector
v0 of a vector space U lies in an assigned subspace W0 of U . When v0 and W0 are
known in an exact way, the theoretical approach to this detection gives a well known
completely satisfactory answer.

However, when we deal with “real” data, for example with physical measurements,
the coordinates of the vectors are, in general, affected by errors, whose estimation is
known. Obviously, in this case, the exact approach can lead to meaningless answers,
especially when the vector is close to lying in the subspace.

In this paper we present a suitable criterion for detecting “numerical” dependence.
This criterion is powerful enough to overcome the difficulties occurring in presence of
perturbed data, in the sense that if the perturbed vector v does not belong from the
numerical point of view to the perturbed subspace W , we show that also the exact
vector v0 does not lie in the exact subspace W0. Vice versa, if v “numerically” lies in
W , we prove that there exists at least one small perturbation v̂ of v exactly belonging to
the subspace Ŵ , which is a slight perturbation of W . In this case, since v̂ and Ŵ could
correspond to the exact vector v0 and the exact subspace W0, obviously unknown, the
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66 Perturbed Vector in a Subspace

criterion points out the possibility for v0 of belonging exactly to W0. Therefore the
criterion formalizes the intuitive idea that we consider the exact vector v0 lying in W0

from a numerical point of view if v is “sufficiently near” to W and vice versa.
The criterion, presented in Section 2, has been obviously chosen as independent

of the norm of v and of the basis of the subspace W ; moreover, it is computationally
simple to use. However, the criterion requires the choice of a suitable threshold in order
to adhere to the intuitive idea described above. We also show, in Section 3, how to
choose the threshold both in the simpler case, when a basis of the exact subspace W0

is known and when a set of orthonormal perturbed vectors, which is regarded as the
basis of the perturbed subspace W , is given.

We specify that our interest in this problem arises from the analysis of the Buchberger-
Möller algorithm [1] for computing the Gröbner basis of an ideal of polynomials of
Q[x1, . . . , xk], vanishing on a finite set of perturbed points of Qk. At each step, the
numerical version of the Buchberger-Möller algorithm executes a fundamental check
based on the linear dependence of a perturbed vector v on a set of orthonormal per-
turbed vectors v1, . . . , vn, and so we need a criterion for the “numerical” belonging of
a vector to a subspace. Then, since this algorithm is implemented using the CoCoA
package [2], which performs all the computations on the rational numbers in exact
arithmetic, we do not deal with roundoff errors and we are only interested in the ef-
fects of the errors which perturb the input points. Moreover, for the same reason, the
vectors v1, . . . , vn, computed from perturbed data, are exactly orthonormal and so we
are interested in the case where an orthonormal basis of the perturbed subspace is
known.

2 On the “Numerical” Dependence

Intuitively, when the exact case is unknown, we suppose the exact vector v0 lying in
the exact subspace W0 if a perturbation v of v0 is “near” to a perturbation W of W0.
We formalize this idea analyzing the ratio ‖ρ‖/‖v‖, where ρ is the component of v
orthogonal to W and ‖ · ‖ is the vector 2-norm.

DEFINITION 2.1. Given a subspace W and a threshold S > 0, a vector v “nume-
rically” lies in W if

‖ρ‖
‖v‖

≤ S, (1)

where ρ is the component of v orthogonal to W . In this case we write v ∈S W .

Condition (1) obviously formalizes the intuitive idea described above in a way de-
pendent only on the subspace W and on the direction of v and then independently
of ‖v‖ and of the choice of the basis of W . Therefore, we can suppose ‖v‖ = 1 and
W described by an orthonormal basis, if necessary. Moreover, note that, given a ba-
sis {v1, . . . , vn} of W , the vector ρ can be obtained computing the residual of a least
squares problem with matrix [v1, . . . , vn] and right-side vector v. However, condition
(1) depends on the choice of the threshold S. Of course, an arbitrary choice of S can
lead to results that do not reflect the intuitive idea. Then it is necessary to analyze
how the threshold can be chosen in relation with the errors on the data. In the next
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section, we show how to choose a suitable value of S, in both situations, when we know
the exact subspace W0 and when we know only an approximation of it.

3 The Choice of Suitable Thresholds

We analyze firstly the simpler case when the exact subspace W0 ⊂ U is known. Since
the vector v is perturbed by errors, it can be considered as a representative element of
a set I which contains the unknown exact vector v0 and its “admissible perturbations”.
Given an estimation ε of the relative error which perturbs v componentwise, we denote
by I the set of “admissible perturbations” of v

I = {t ∈ U : ‖t − v‖ ≤ ε‖v‖}.

Following the intuitive idea of “numerical” dependence, a suitable threshold S must be
such that if v /∈S W0 then each vector t ∈ I does not lie in W0, that implies v0 /∈ W0.
Vice versa, if v ∈S W0 there exists a vector t̂ of I which belongs to W0 so that it can
happen that v0 lies in W0.

We want to show that, if W0 is known, the value S = ε is a suitable choice.
If {v(0)

1 , . . . , v
(0)
n } is a basis of the exact subspace W0, then v can be written as

v =
∑n

i=1 αiv
(0)
i + ρ, where ρ ∈ W⊥

0 .
Let v /∈ε W0: then, for condition (1), ‖ρ‖ > ε‖v‖. Since ρ ∈ W⊥

0 , for each t ∈ W0,
t =

∑n
i=1 βiv

(0)
i , we have

‖v − t‖2 = ‖
n∑

i=1

(αi − βi)v
(0)
i − ρ‖2 = ‖

n∑

i=1

(αi − βi)v
(0)
i ‖2 + ‖ρ‖2.

We have then ‖v − t‖ ≥ ‖ρ‖ > ε‖v‖, and therefore t /∈ I.
Vice versa, if v ∈ε W0, that is ‖ρ‖ ≤ ε‖v‖, the vector t̂ = v− ρ, belonging to W0, is

such that ‖v − t̂‖ = ‖ρ‖ ≤ ε‖v‖. It follows that there exists an element of I, the vector
t̂, which also lies in W0.

The more general situation where not only the exact vector v0, but also the exact
subspace W0 is unknown, requires a different analysis. We suppose to know a set of or-
thonormal vectors {v1, . . . , vn}, approximation of the orthonormal basis {v(0), . . . , v

(0)
n }

of W0, and a perturbed vector v, with ‖v‖ = 1, approximation of v0. Denoting by W
the subspace spanned by {v1, . . . , vn}, we apply condition (1) for detecting if the per-
turbed vector v “numerically” belongs to the perturbed subspace W and, as above,
we have to choose a suitable threshold S. With respect to the previous case, there is
a conceptual difference because in this situation we have to analyze also the effects of
small perturbations of the basis of W . For this reason, a suitable threshold is such
that if v /∈S W , the vectors {v1, . . . , vn, v} are linearly independent even if all of them
are slightly perturbed. Vice versa, if v ∈S W , we require that there exists a small
perturbation of {v1, . . . , vn, v} which is a set of linear dependent vectors.

We suppose that ε is an estimation of the componentwise relative errors such that
‖V −V0‖ ≤ ε‖V ‖, where V0 = [v(0)

1 , . . . , v
(0)
n , v0] and V = [v1, . . . , vn, v] are, respectively,
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the matrices formed by the exact and the perturbed vectors, and ‖ ‖ is the 2-norm of
a matrix. We define the set of the “admissible perturbations” as:

I = {B | ‖V − B‖ ≤ ε‖V ‖}.

A suitable threshold must be such that, if v /∈S W , all the elements of I are full
rank matrices, and so, since V0 ∈ I, the exact vectors v

(0)
1 , . . . , v

(0)
n , v0 are linearly

independent. Vice versa, if v ∈S W , the value of S must be such that a deficient rank
matrix B̂ ∈ I exists. Since B̂ can correspond to V0, the exact vectors v

(0)
1 . . . v

(0)
n and v0

could be linearly dependent.
It is well known [3] that, if σn+1 is the least singular value of V , then

σn+1 = min
rank(B)=n

‖B − V ‖.

Therefore a suitable threshold must be such that the condition v /∈S W implies

ε‖V ‖ < σn+1, (2)

ensuring that all the elements of I are full rank matrices. Vice versa, the condition
v ∈S W must imply ε‖V ‖ ≥ σn+1. Since the largest singular value σ1 of V is σ1 = ‖V ‖,
the inequality (2) can be rewritten as εσ1 < σn+1. Condition (2) points out that, when
the relative error ε is greater than 1, the problem of belonging of v to W is intrinsically
ill posed. In fact in this case ε‖V ‖ = εσ1 ≥ σn+1 and then, independently of the choice
of S, always there exists a rank deficient matrix B̂ ∈ I. Therefore later on we suppose
ε < 1.

The following theorem gives the singular values of the matrix V .
THEOREM 3.1. Let {v1, . . . , vn} be a set of orthonormal vectors in Rm, m > n,

and let v ∈ Rm be a vector such that

v =
n∑

i=1

αivi + ρ with ρ ∈ Span{v1, . . . , vn}⊥.

Then the singular values of the matrix V = [v1, . . . , vn, v] are

σ1 =
1√
2

√
1 + ‖v‖2 +

√
(1 + ‖v‖2)2 − 4‖ρ‖2 ≥ 1,

σ2 = · · · = σn = 1,

σn+1 =
1√
2

√
1 + ‖v‖2 −

√
(1 + ‖v‖2)2 − 4‖ρ‖2 ≤ 1.

PROOF. It is well known [4] that the values σ2
1, . . . , σ

2
n+1 are the eigenvalues of the

matrix M = V tV ,

M =
(

In α
αt ‖v‖2

)
,

where αt = (α1 . . .αn) and In is the n × n identity matrix.
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Let Mj be the principal submatrix of M formed by selecting the last j rows and
the last j columns, and let dj be the determinant of (Mj − λIj). If we compute dn+1

with respect to the first row, we have

dn+1 = (1 − λ)dn − α2
1(1 − λ)n−1

and, in an analogous way,

dj+1 = (1 − λ)dj − α2
n−j+1(1 − λ)j−1,

so that
dn+1 = (1 − λ)nd1 − ‖α‖2(1 − λ)n−1.

Since d1 = ‖v‖2 − λ and ‖v‖2 = ‖ρ‖2 + ‖α‖2, we obtain

dn+1 = (1 − λ)n−1
[
λ2 − (1 + ‖v‖2)λ + ‖ρ‖2

]
,

so that the eigenvalues of V tV are 1, with algebraic multiplicity n − 1, and

λ+ =
1
2

[
1 + ‖v‖2 +

√
(1 + ‖v‖2)2 − 4‖ρ‖2

]
,

λ− =
1
2

[
1 + ‖v‖2 −

√
(1 + ‖v‖2)2 − 4‖ρ‖2

]
.

Since ‖ρ‖2 ≤ ‖v‖2, it is easy to verify that λ+ ≥ 1 and λ− ≤ 1, from which the theorem
follows.

As consequence of Theorem 3.1, since ‖v‖ = 1, the inequality (2) can be rewritten
as

ε

√
1 +

√
1 − ‖ρ‖2 <

√
1 −

√
1 − ‖ρ‖2,

and therefore, when ε < 1, it is equivalent to

‖ρ‖ >
2ε

1 + ε2
.

The previous analysis indicates that the value S = 2ε/(1 + ε2) is a suitable choice for
the threshold in this more general case.

4 Conclusions

We have proposed a threshold dependent criterion for establishing when a vector v
belongs to a subspace W from a numerical point of view if v and, in a more general
case, W are perturbed by errors. When an estimation ε of the relative error on the
data is known, we show that the following values of S are suitable threshold:

i) S = ε if a basis of the exact subspace is known,

ii) S = 2ε/(1 + ε2) if an orthonormal basis of the perturbed subspace is given and
‖v‖ = 1.

Several numerical tests straightforwardly confirm, from the computationally point
of view, the theoretical evaluations (i) and (ii) of the threshold S.
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