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#### Abstract

Intraguild predation is added to a mathematical model of competition between two species for a single nutrient with internal storage in the unstirred chemostat. At first, we established the sharp a priori estimates for nonnegative solutions of the system, which assure that all of nonnegative solutions belong to a special cone. The selection of this special cone enables us to apply the topological fixed point theorems in cones to establish the existence of positive solutions. Secondly, existence for positive steady state solutions of intraguild prey and intraguild predator is established in terms of the principal eigenvalues of associated nonlinear eigenvalue problems by means of the degree theory in the special cone. It turns out that positive steady state solutions exist when the associated principal eigenvalues are both negative or both positive.
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## 1. Introduction

Intraguild predation is a common phenomenon in ecosystems, in which the predators not only feed on the prey but also consume the same prey resources. Ecological theory predicts that coexistence of intraguild predators and intraguild prey can occur in intraguild predation ecosystems (see, e.g., [2,3,6,14-16]). Recently, Wilken et al. [20] proposed a mathematical model describing the population dynamics of a intraguild predation system, and their experimental results support the theoretical predictions. In the experiments of [20], Ochromonas (a mixotrophic organism) and Microcystis (an autotrophic prey) share ammonium (a nitrogen resource), and Ochromonas also feeds on Microcystis for growth.

The dynamics of the chemostat experiments in [20] is governed by the following ordinary differential equations:

$$
\left\{\begin{array}{l}
\frac{d R}{d t}=\left(R^{(0)}-R\right) D-f_{1}\left(R, Q_{1}\right) N_{1}-f_{2}\left(R, Q_{2}\right) N_{2},  \tag{1.1}\\
\frac{d N_{1}}{d t}=\left[\mu_{1}\left(Q_{1}\right)-D\right] N_{1}-g\left(N_{1}\right) N_{2}, \\
\frac{d Q_{1}}{d t}=f_{1}\left(R, Q_{1}\right)-\mu_{1}\left(Q_{1}\right) Q_{1}, \\
\frac{d N_{2}}{d t}=\left[\mu_{2}\left(Q_{2}\right)-D\right] N_{2}, \\
\frac{d Q_{2}}{d t}=f_{2}\left(R, Q_{2}\right)-\mu_{2}\left(Q_{2}\right) Q_{2}+g\left(N_{1}\right) Q_{1}, \\
R(0) \geq 0, N_{i}(0) \geq 0, Q_{i}(0) \geq Q_{\min , i}, i=1,2,
\end{array}\right.
$$

where $R(t)$ represents the concentration of nutrient (ammonium) at time $t ; N_{1}(t)$ and $N_{2}(t)$ denote the population densities of autotrophic prey organism (Microcystis) and mixotrophic chrysophyte (Ochromonas), respectively. For $i=1,2, Q_{i}(t)$ represents the average amount of stored nutrient per cell of $i$-th population at time $t . \mu_{i}\left(Q_{i}\right)$ is the growth rate of species $i$ as a function of cell quota $Q_{i}, f_{i}\left(R, Q_{i}\right)$ is the per capita nutrient uptake rate, per cell of species $i$ as a function of nutrient concentration $R$ and cell quota $Q_{i} ; Q_{\text {min, } i}$ denotes the threshold cell quota below which no growth of species $i$ occurs; $R^{(0)}$ and $D$ stand for the nutrient supply concentration and dilution rate of the chemostat, respectively. Both mortality rates of $N_{1}(t)$ and $N_{2}(t)$ are assumed to be equal to the dilution rate $(D)$ of the chemostat (see [20]). The function $g\left(N_{1}\right)$ is the functional response of the mixotroph feeding on the autotroph; the term $g\left(N_{1}\right) Q_{1}$ describes the assimilation of nutrients from ingested prey. The predation rate of the mixotroph feeding on the autotroph, $g\left(N_{1}\right)$, follows a Holling type III functional response:

$$
\begin{equation*}
g\left(N_{1}\right)=\frac{g_{\max } N_{1}^{b}}{K_{\max }^{b}+N_{1}^{b}}, b>1 \tag{1.2}
\end{equation*}
$$

The specific growth rates of the autotroph and mixotroph take the form (see also [4])

$$
\mu_{i}\left(Q_{i}\right)=\mu_{\max , i}\left(1-\frac{Q_{\max , i}-Q_{i}}{Q_{\max , i}-Q_{\min , i}}\right), i=1,2,
$$

where $Q_{\min , i} \leq Q_{i} \leq Q_{\max , i}, \mu_{\max , i}$ is the maximum specific growth rate of species $i$, and $Q_{\max , i}$ and $Q_{\min , i}$ are its maximum and minimum cell quotas, respectively. The nutrient uptake rates of the species take the form (see also [13]):

$$
f_{i}\left(R, Q_{i}\right)=\frac{a_{\mathrm{max}, i} R}{K_{i}+R} \frac{Q_{\mathrm{max}, i}-Q_{i}}{Q_{\max , i}-Q_{\min , i}}, i=1,2,
$$

where $Q_{\min , i} \leq Q_{i} \leq Q_{\max , i}, a_{\mathrm{max}, i}$ is the maximum nutrient uptake rate of species $i$ and $K_{i}$ is its half-saturation constant for nutrient uptake. For the rest of this paper, we assume that the functions $\mu_{i}\left(Q_{i}\right)$ and $f_{i}\left(R, Q_{i}\right)$ satisfy the following assumptions with $i=1,2$
(H1) $\mu_{i}\left(Q_{i}\right)$ is Lipschitz continuous for $Q_{i} \geq Q_{\text {min, } i}$, and satisfies $\mu_{i}\left(Q_{i}\right) \geq 0, \mu_{i}^{\prime}\left(Q_{i}\right)>0$ for a.e. $Q_{i} \geq Q_{\text {min }, i}, \mu_{i}\left(Q_{\min , i}\right)=0$, where $K$ is a positive constant;
(H2) $f_{i}\left(R, Q_{i}\right)$ and $\frac{\partial f_{i}\left(R, Q_{i}\right)}{\partial R}$ are Lipschitz continuous for $R \geq 0$ and $Q_{i} \geq Q_{\min , i} ; \frac{\partial f_{i}\left(R, Q_{i}\right)}{\partial R} \geq$ $0, \frac{\partial f_{i}\left(R, Q_{i}\right)}{\partial Q_{i}} \leq 0$ and $f_{i}\left(R, Q_{i}\right) \geq 0$ for a.e. $R \geq 0$ and $Q_{i} \geq Q_{\min , i}$; there exists $Q_{B i} \in$ ( $\left.Q_{\text {min }, i},+\infty\right]$ such that

$$
\begin{gathered}
f_{i}\left(R, Q_{i}\right)>0, \frac{\partial f_{i}\left(R, Q_{i}\right)}{\partial R}>0 \text { in }\left(R, Q_{i}\right) \in \mathbb{R}_{+} \times\left[Q_{\min , i}, Q_{B i}\right), \\
f_{i}\left(R, Q_{i}\right)=0 \text { in }\left\{\left(R, Q_{i}\right) \in \mathbb{R}_{+} \times\left[Q_{\min , i},+\infty\right): R=0 \text { or } Q_{i} \geq Q_{B i}\right\} .
\end{gathered}
$$

(When $Q_{B i}=+\infty$, it is understood that $f_{i}\left(R, Q_{i}\right)=0$ if and only if $R=0$.)
System (1.1) was mathematically analyzed by the authors in [22]. Theoretical predictions in [22] and the experimental results in [20] have the same conclusions that coexistence of Ochromonas (the intraguild predator) and Microcystis (the prey) can happen if Microcystis is a better competitor for ammonium. In a real ecosystem, the habitat is poorly mixed, and it is more realistic to extend system (1.1) to include spatial variations. For this purpose, the authors in [11] assumed that $U_{1}=Q_{1} N_{1}$ and $U_{2}=Q_{2} N_{2}$ are the total amounts of stored nutrients at time $t$ for the intraguild prey and predator, respectively. Then system (1.1) is equivalent to the following system

$$
\left\{\begin{array}{l}
\frac{d R}{d t}=\left(R^{(0)}-R\right) D-f_{1}\left(R, \frac{U_{1}}{N_{1}}\right) N_{1}-f_{2}\left(R, \frac{U_{2}}{N_{2}}\right) N_{2}  \tag{1.3}\\
\frac{d N_{1}}{d t}=\left[\mu_{1}\left(\frac{U_{1}}{N_{1}}\right)-D\right] N_{1}-g\left(N_{1}\right) N_{2} \\
\frac{d U_{1}}{d t}=f_{1}\left(R, \frac{U_{1}}{N_{1}}\right) N_{1}-D U_{1}-h\left(N_{1}\right) U_{1} N_{2} \\
\frac{d N_{2}}{d t}=\left[\mu_{2}\left(\frac{U_{2}}{N_{2}}\right)-D\right] N_{2} \\
\frac{d U_{2}}{d t}=f_{2}\left(R, \frac{U_{2}}{N_{2}}\right) N_{2}-D U_{2}+h\left(N_{1}\right) U_{1} N_{2} \\
R(0) \geq 0, N_{i}(0) \geq 0, U_{i}(0) \geq 0, i=1,2
\end{array}\right.
$$

where

$$
\begin{equation*}
h\left(N_{1}\right):=\frac{g\left(N_{1}\right)}{N_{1}} . \tag{1.4}
\end{equation*}
$$

By virtue of (1.2) and $b>1$, one can conclude that $h\left(N_{1}\right)$ is continuously differentiable on $[0,+\infty)$ with $h(0)=0$. The unstirred chemostat (see, e.g., [10,12,18,21,23]) is a common laboratory apparatus which is usually regarded as a spatially variable habitat in which nutrients and organisms are transported by diffusion. Inspired by the previous models with variable quotas in spatially variable habitats (see, e.g., [5,7-9]), the authors in [11] extended system (1.3) to the following unstirred chemostat model with internal storage:

$$
\begin{cases}\frac{\partial R}{\partial t}=d \frac{\partial^{2} R}{\partial x^{2}}-f_{1}\left(R, \frac{U_{1}}{N_{1}}\right) N_{1}-f_{2}\left(R, \frac{U_{2}}{N_{2}}\right) N_{2}, & x \in(0,1), t>0,  \tag{1.5}\\ \frac{\partial N_{1}}{\partial t}=d \frac{\partial^{2} N_{1}}{\partial x^{2}}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}-g\left(N_{1}\right) N_{2}, & x \in(0,1), t>0, \\ \frac{\partial U_{1}}{\partial t}=d \frac{\partial^{2} U_{1}}{\partial x^{2}}+f_{1}\left(R, \frac{U_{1}}{N_{1}}\right) N_{1}-h\left(N_{1}\right) U_{1} N_{2}, & x \in(0,1), t>0, \\ \frac{\partial N_{2}}{\partial t}=d \frac{\partial^{2} N_{2}}{\partial x^{2}}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}, & x \in(0,1), t>0, \\ \frac{\partial U_{2}}{\partial t}=d \frac{\partial^{2} U_{2}}{\partial x^{2}}+f_{2}\left(R, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2}, & x \in(0,1), t>0,\end{cases}
$$

with boundary conditions

$$
\left\{\begin{array}{l}
\frac{\partial R}{\partial x}(0, t)=-R^{(0)}, \frac{\partial R}{\partial x}(1, t)+\gamma R(1, t)=0, t>0  \tag{1.6}\\
\frac{\partial N_{i}}{\partial x}(0, t)=0, \frac{\partial N_{i}}{\partial x}(1, t)+\gamma N_{i}(1, t)=0, t>0, i=1,2, \\
\frac{\partial U_{i}}{\partial x}(0, t)=0, \frac{\partial U_{i}}{\partial x}(1, t)+\gamma U_{i}(1, t)=0, t>0, i=1,2
\end{array}\right.
$$

and initial conditions

$$
\left\{\begin{array}{l}
R(x, 0)=R^{0}(x) \geq 0, N_{i}(x, 0)=N_{i}^{0}(x) \geq 0  \tag{1.7}\\
U_{i}(x, 0)=U_{i}^{0}(x) \geq 0, x \in[0,1], i=1,2
\end{array}\right.
$$

where $d$ and $\gamma$ represent the diffusion coefficient and the washout constant, respectively.
For system (1.5)-(1.7), the authors in [11] first determined conditions such that there is a trivial steady-state solution with neither species present, and two semitrivial steady-state solutions with just one of the species. Then coexistence of the intraguild predator and prey for system (1.5)-(1.7) is possible if both of the semitrivial steady-state solutions are "uniform weak repellers". The authors in [11] also discussed another interesting case that coexistence for system (1.5)-(1.7) is possible if the semitrivial steady-state solution with the presence of prey and the absence of predator is a "uniform weak repeller", but the semitrivial steady-state solution with the presence of predator and the absence of prey does not exist. Basically, arguments used in [11] rely on the theory of uniform persistence.

There is another common competitive outcome for an ecosystem, namely, bistability, that is, competitive exclusion depends on initial conditions. This phenomenon usually arises when both of the semitrivial steady-state solutions are locally asymptotically stable, and we point out that the arguments in [11] can not be applied to this case. Instead, we will use the degree theory in cones (see [1, Lemma 12.1]) to investigate the existence of positive steady-state solutions for system (1.5)-(1.7). Substituting the new variable (see, e.g., [10])

$$
\Phi(x, t)=R(x, t)+U_{1}(x, t)+U_{2}(x, t)
$$

into (1.5)-(1.7), it follows that

$$
\left\{\begin{array}{l}
\frac{\partial \Phi}{\partial t}=d \frac{\partial^{2} \Phi}{\partial x^{2}}, x \in(0,1), t>0 \\
\frac{\partial \Phi}{\partial x}(0, t)=-R^{(0)}, \frac{\partial \Phi}{\partial x}(1, t)+\gamma \Phi(1, t)=0, t>0
\end{array}\right.
$$

It is easy to see that $\Phi(x, t)$ satisfies $\lim _{t \rightarrow \infty} \Phi(x, t)=z(x)$ uniformly in $x \in[0,1]$, where $z(x)=$ $R^{(0)}\left(\frac{1+\gamma}{\gamma}-x\right)$. Thus we obtain the limiting system of (1.5)-(1.7) as follows

$$
\left\{\begin{array}{l}
\frac{\partial N_{1}}{\partial t}=d \frac{\partial^{2} N_{1}}{\partial x^{2}}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}-g\left(N_{1}\right) N_{2}  \tag{1.8}\\
\frac{\partial U_{1}}{\partial t}=d \frac{\partial^{2} U_{1}}{\partial x^{2}}+f_{1}\left(z(x)-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}-h\left(N_{1}\right) U_{1} N_{2} \\
\frac{\partial N_{2}}{\partial t}=d \frac{\partial^{2} N_{2}}{\partial x^{2}}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2} \\
\frac{\partial U_{2}}{\partial t}=d \frac{\partial^{2} U_{2}}{\partial x^{2}}+f_{2}\left(z(x)-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2}
\end{array}\right.
$$

for $(x, t) \in(0,1) \times(0, \infty)$ with boundary conditions

$$
\left\{\begin{array}{l}
\frac{\partial N_{i}}{\partial x}(0, t)=0, \frac{\partial N_{i}}{\partial x}(1, t)+\gamma N_{i}(1, t)=0, t>0, i=1,2  \tag{1.9}\\
\frac{\partial U_{i}}{\partial x}(0, t)=0, \frac{\partial U_{i}}{\partial x}(1, t)+\gamma U_{i}(1, t)=0, t>0, i=1,2,
\end{array}\right.
$$

and initial conditions

$$
\begin{equation*}
N_{i}(x, 0)=N_{i}^{0}(x) \geq 0, \quad U_{i}(x, 0)=U_{i}^{0}(x) \geq 0,0<x<1, i=1,2 \tag{1.10}
\end{equation*}
$$

Thus, we will only focus on the study of the positive steady-state solutions of system (1.8)-(1.10). It is worth mentioning that (if necessary) we can extend the functions $f_{i}\left(R, Q_{i}\right)$ and $\mu_{i}\left(Q_{i}\right)$ with $i=1,2$ as follows

$$
\begin{gather*}
\hat{f}_{i}\left(R, Q_{i}\right)= \begin{cases}f_{i}\left(R, Q_{i}\right) & \text { for } R \geq 0, Q_{i} \geq Q_{\min , i}, \\
f_{i}\left(R, Q_{\min , i}\right) & \text { for } R>0, Q_{i}<Q_{\min , i}, \\
0 & \text { for } R<0,\end{cases}  \tag{1.11}\\
\hat{\mu}_{i}\left(Q_{i}\right)=\left\{\begin{array}{lr}
\mu_{i}\left(Q_{i}\right) & \text { for } Q_{i} \geq Q_{\min , i}, \\
\mu_{i}^{\prime}\left(Q_{\min , i}\right)\left(Q_{i}-Q_{\min , i}\right) & \text { for } Q_{i}<Q_{\min , i} .
\end{array}\right. \tag{1.12}
\end{gather*}
$$

Then it is easy to check that $\hat{\mu}_{i}^{\prime}\left(Q_{i}\right)>0$ for all $Q_{i} \in \mathbb{R}$ and $\hat{f_{i}}\left(R, Q_{i}\right)$ satisfies (H2) for a.e. $\left(R, Q_{i}\right) \in \mathbb{R} \times \mathbb{R}$ with $i=1,2$. We will denote $\hat{f}_{i}\left(R, Q_{i}\right), \hat{\mu}_{i}\left(Q_{i}\right)$ by $f_{i}\left(R, Q_{i}\right), \mu_{i}\left(Q_{i}\right)$ respectively for the sake of simplicity.

The organization of this paper is as follows. In Section 2, we first collect some existing results on nonlinear eigenvalue problems and the threshold dynamics of the single species associated with system (1.5)-(1.7) or (1.8)-(1.10). Section 3 is the main part of this paper. Existence of positive steady state solutions will be established by calculation of fixed point indices. A brief discussion will be presented in Section 4. In the Appendix section, we provide rigorous arguments for the local stability of two semi-trivial solutions.

## 2. Preliminaries

In this section, we collect some existing results which will be used in the subsequent investigation. We review the results of the global dynamics on the single population model associated with system (1.8)-(1.10):

$$
\begin{cases}\frac{\partial N_{i}}{\partial t}=d \frac{\partial^{2} N_{i}}{\partial x^{2}}+\mu_{i}\left(\frac{U_{i}}{N_{i}}\right) N_{i}, & x \in(0,1), t>0,  \tag{2.1}\\ \frac{\partial U_{i}}{\partial t}=d \frac{\partial^{2} U_{i}}{\partial x^{2}}+f_{i}\left(z(x)-U_{i}, \frac{U_{i}}{N_{i}}\right) N_{i}, & x \in(0,1), t>0 \\ \frac{\partial N_{i}}{\partial x}(0, t)=0, \frac{\partial N_{i}}{\partial x}(1, t)+\gamma N_{i}(1, t)=0, & t>0, \\ \frac{\partial U_{i}}{\partial x}(0, t)=0, \frac{\partial U_{i}}{\partial x}(1, t)+\gamma U_{i}(1, t)=0, & t>0, \\ N_{i}(x, 0)=N_{i}^{0}(x) \geq 0, \quad U_{i}(x, 0)=U_{i}^{0}(x) \geq 0, & x \in[0,1],\end{cases}
$$

with $i=1$ or 2 . The global dynamics of system (2.1) can be determined by the following nonlinear eigenvalue problem

$$
\left\{\begin{array}{l}
\lambda \phi(x)=d \phi^{\prime \prime}(x)+\mu_{i}\left(\frac{\varphi(x)}{\phi(x)}\right) \phi(x), x \in(0,1),  \tag{2.2}\\
\lambda \varphi(x)=d \varphi^{\prime \prime}(x)+f_{i}\left(z(x), \frac{\varphi(x)}{\phi(x)}\right) \phi(x), x \in(0,1) \\
\phi^{\prime}(0)=\phi^{\prime}(1)+\gamma \phi(1)=0, \varphi^{\prime}(0)=\varphi^{\prime}(1)+\gamma \varphi(1)=0
\end{array}\right.
$$

with $i=1$ or 2 . As in [8], we first define $Q_{i}^{*}$ to be the unique positive number so that

$$
\begin{equation*}
Q_{i}^{*}:=\inf \left\{Q_{i}>0: f_{i}\left(z(x), Q_{i}\right)-\mu_{i}\left(Q_{i}\right) Q_{i} \leq 0 \text { in }[0,1]\right\}, \text { for } i=1,2 \tag{2.3}
\end{equation*}
$$

Let $\mathcal{D}=C^{0}\left([0,1], \mathbb{R}_{+}^{2}\right)$ and

$$
\mathcal{C}_{i}=\left\{(N, U) \in \mathcal{D}: Q_{\min , i} N(x) \leq U(x) \leq Q_{i}^{*} N(x) \text { for } x \in[0,1]\right\}, i=1 \text { or } 2 .
$$

It is clear that $\mathcal{D}$ and $\mathcal{C}_{1}, \mathcal{C}_{2}$ are complete cones in the normed linear space $C^{0}\left([0,1], \mathbb{R}^{2}\right)$ and that $\mathcal{D}$ is both normal and solid. We say that $\left(u_{1}, v_{1}\right) \geq_{\mathcal{D}}\left(u_{2}, v_{2}\right)$ if and only if $\left(u_{1}, v_{1}\right)-\left(u_{2}, v_{2}\right) \in$ $\mathcal{D}$, and $\left(u_{1}, v_{1}\right) \gg_{\mathcal{D}}\left(u_{2}, v_{2}\right)$ if and only if $\left(u_{1}, v_{1}\right)-\left(u_{2}, v_{2}\right) \in \operatorname{Int} \mathcal{D}$. By the similar arguments as in Lemmas 5.1 and 7.1 in [8], the eigenvalue problem (2.2) admits a principal eigenvalue $\lambda_{i}^{0}(d)$ corresponding to a strongly positive eigenfunction $\left(\phi_{i}(x), \varphi_{i}(x)\right)>_{\mathcal{D}}(0,0)$ in $\mathcal{C}_{i}$ with $i=1,2$. Moreover, there is a $d_{0, i}>0(i=1,2)$ such that

$$
\begin{equation*}
\lambda_{i}^{0}(d)>0 \text { if } 0<d<d_{0, i}, \lambda_{i}^{0}(d)=0 \text { if } d=d_{0, i}, \lambda_{i}^{0}(d)<0 \text { if } d>d_{0, i} \tag{2.4}
\end{equation*}
$$

By similar arguments as in [8, Theorem 2.3] (see also [11]), we have the following results, which indicate that there exists a threshold diffusion coefficient for species survival. Here the existence of the threshold diffusion coefficient is determined by (2.4). Indeed, these results have already been proven in [9, Theorem 2.2]. They established the existence of the threshold diffusion coefficient by analyzing the monotonicity of the positive steady states of the single population model (2.1) on the diffusion coefficient. For $i=1,2$, let

$$
\begin{gathered}
\Delta_{i}=\left\{\left(N_{i}^{0}, U_{i}^{0}\right) \in C\left([0,1] ; \mathbb{R}_{+}^{2}\right): U_{i}^{0}(\cdot) \leq z(\cdot) \text { and there exists } \tilde{Q}_{i}>0\right. \\
\text { such that } \left.Q_{\min , i} N_{i}^{0}(\cdot) \leq U_{i}^{0}(\cdot) \leq \tilde{Q}_{i} N_{i}^{0}(\cdot) \text { in }[0,1]\right\} .
\end{gathered}
$$

Lemma 2.1. ([9, Theorem 2.2]) Suppose $d>0, f_{i}, \mu_{i}$ satisfy (H1) and (H2). Then there exists $d_{0, i}>0$ such that
(i) if $d \geq d_{0, i}$, (2.1) has no positive steady state solution in $\Delta_{i}$, and every solution of (2.1) with initial conditions in $\Delta_{i}$ satisfies $\left(N_{i}(\cdot, t), U_{i}(\cdot, t)\right) \rightarrow(0,0)$ as $t \rightarrow \infty$.
(ii) if $0<d<d_{0, i}$, there is a unique positive steady state solution $\left(N_{i}^{*}(d, \cdot), U_{i}^{*}(d, \cdot)\right)$ which is globally asymptotically stable in $\Delta_{i}$. Moreover, $\left(N_{i}^{*}(d, \cdot), U_{i}^{*}(d, \cdot)\right)$ is strictly decreasing in $d$ such that

$$
\begin{gathered}
\lim _{d \rightarrow d_{0, i}-}\left(N_{i}^{*}(d, \cdot), U_{i}^{*}(d, \cdot)\right)=(0,0) \text { uniformly on }[0,1], \\
\lim _{d \rightarrow 0+}\left(N_{i}^{*}(d, \cdot), U_{i}^{*}(d, \cdot)\right)=\left(z(x) / Q_{\min , i}, z(x)\right) \text { uniformly on }[0,1] .
\end{gathered}
$$

We finish this section by stating the following lemma, which is essential to the calculation of the indices of fixed points related to compact maps. To this end, we denote by $(\mathcal{E}, P)$ an arbitrary ordered Banach space with open unit ball $B$. For every $\rho>0$, we define $P_{\rho}:=\rho B \cap P$. Then the boundary $S_{\rho}^{+}$of $P_{\rho}$ in $P$ equals $\rho S \cap P$, where $S$ denotes the unit sphere in $\mathcal{E}$. It follows from the fixed point index theory in [1] that for every open subset $O$ of $P$ and every compact map $f: \bar{O} \rightarrow P$, the fixed point index index $(f, O, P)$ is well-defined, provided $f$ has no fixed points on $\partial O$. Moreover, for an arbitrary positive number $\rho$, we have the following results.

Lemma 2.2. ([1, Lemma 12.1]) Let $f: \bar{P}_{\rho} \rightarrow P$ be a compact map.
(i) If $f(x) \neq \lambda x$ for every $x \in S_{\rho}^{+}$and every $\lambda \geq 1$, then $\operatorname{index}\left(f, P_{\rho}, P\right)=1$.
(ii) If there exists an element $p>0$ such that $x-f(x) \neq \lambda p$ for every $x \in S_{\rho}^{+}$and every $\lambda \geq 0$, then $\operatorname{index}\left(f, P_{\rho}, P\right)=0$.

## 3. Steady state solutions

This section is devoted to the investigation of the existence of positive steady-state solutions of system (1.8)-(1.10), that is, we shall consider the following elliptic system:

$$
\left\{\begin{array}{l}
d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}-g\left(N_{1}\right) N_{2}=0, x \in(0,1)  \tag{3.1}\\
d U_{1}^{\prime \prime}+f_{1}\left(z(x)-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}-h\left(N_{1}\right) U_{1} N_{2}=0, x \in(0,1), \\
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=0, x \in(0,1) \\
d U_{2}^{\prime \prime}+f_{2}\left(z(x)-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2}=0, x \in(0,1)
\end{array}\right.
$$

with boundary conditions

$$
\left\{\begin{array}{l}
N_{i}^{\prime}(0)=0, N_{i}^{\prime}(1)+\gamma N_{i}(1)=0, i=1,2,  \tag{3.2}\\
U_{i}^{\prime}(0)=0, U_{i}^{\prime}(1)+\gamma U_{i}(1)=0, i=1,2
\end{array}\right.
$$

Here we call $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in C^{2}([0,1])$ a steady-state solution if the ratio $\frac{U_{i}}{N_{i}}$ are finite a.e., and the equations (3.1) and (3.2) are satisfied a.e. in ( 0,1 ).

For $i=1,2$, the functions $\mu_{i}\left(U_{i} / N_{i}\right) N_{i}$ and $f_{i}\left(z(x)-U_{1}-U_{2}, U_{i} / N_{i}\right) N_{i}$ can be respectively extended to those similar to Eq. (4.9) and Eq. (4.10) in [8], if necessary. Then it follows from Lemma 2.1 that there are three types of nonnegative steady-state solutions of (3.1)-(3.2):
(i) Trivial solution $E_{0}(x)=(0,0,0,0)$ always exists;
(ii) Semi-trivial solution $E_{1}(x)=\left(N_{1}^{*}(d, x), U_{1}^{*}(d, x), 0,0\right)$ exists provided that $0<d<d_{0,1}$, and semi-trivial solution $E_{2}(x)=\left(0,0, N_{2}^{*}(d, x), U_{2}^{*}(d, x)\right)$ exists provided that $0<d<$ $d_{0,2}$;
(iii) Positive solutions with $\left(N_{1}(x), U_{1}(x), N_{2}(x), U_{2}(x)\right)>0$ may exist.

The main task below is to study the positive solutions of (3.1)-(3.2). To this end, we first establish a priori estimates for nonnegative solutions of the system (3.1)-(3.2).

Lemma 3.1. Suppose ( $N_{1}, U_{1}, N_{2}, U_{2}$ ) is a nonnegative solution of the system (3.1)-(3.2) with $N_{i} \not \equiv 0, U_{i} \not \equiv 0$. Then
(i) $N_{i}(x)>0, U_{i}(x)>0$ on $[0,1]$ with $i=1,2$;
(ii) $U_{1}(x)+U_{2}(x)<z(x)$ on $[0,1]$;
(iii) $N_{1}(x) Q_{\min , 1}<U_{1}(x)<N_{1}(x) Q_{1}^{*}$ and $N_{2}(x) Q_{\min , 2}<U_{2}(x)<N_{2}(x) Q_{2}^{* *}$ on [0,1], where $Q_{1}^{*}$ is defined by (2.3), and

$$
Q_{2}^{* *}:=\inf \left\{Q>0: f_{2}(z(x), Q)-\mu_{2}(Q) Q+g\left(\frac{z(x)}{Q_{\min , 1}}\right) Q_{1}^{*} \leq 0 \text { in }[0,1]\right\}
$$

Proof. We first prove $N_{i}(x)>0$ with $i=1,2$. For any nonnegative solution $\left(N_{1}(x), U_{1}(x)\right.$, $\left.N_{2}(x), U_{2}(x)\right)$ of (3.1)-(3.2) with $N_{i} \not \equiv 0, U_{i} \not \equiv 0$, one concludes that $C_{i}(x):=\mu_{i}\left(\frac{U_{i}}{N_{i}}\right)$ is well defined for all $x \in(0,1)$ with $i=1,2$. Rewrite $C_{i}(x)=C_{i}^{+}(x)-C_{i}^{-}(x)$, where $C_{i}^{+}(x), C_{i}^{-}(x)$ are the positive part and negative part of $C_{i}(x)$, respectively, $i=1$, 2 . In view of $g\left(N_{1}\right)=h\left(N_{1}\right) N_{1}$, the first equation of (3.1) becomes

$$
d N_{1}^{\prime \prime}-\left[C_{1}^{-}(x)+h\left(N_{1}\right) N_{2}\right] N_{1}=-C_{1}^{+}(x) N_{1} \leq 0
$$

for $x \in(0,1)$. Clearly, $C_{1}^{-}(x)=\mu_{1}\left(\frac{U_{1}}{N_{1}}\right)^{-} \in L^{\infty}(0,1)$ based on the extension (1.12), and $C_{1}^{-}(x)+h\left(N_{1}\right) N_{2} \geq 0$ on [0, 1]. It follows from the strong maximum principle that $N_{1}(x)>0$ in $(0,1)$. If $N_{1}(0)=0$, it follows from the Hopf boundary lemma that $N_{1}^{\prime}(0)>0$, contradicting the boundary condition $N_{1}^{\prime}(0)=0$. Hence, $N_{1}(0)>0$. Similarly, $N_{1}(1)>0$. Thus $N_{1}(x)>0$ on $[0,1]$.

The equation for $N_{2}$ can be rewritten as

$$
d N_{2}^{\prime \prime}-C_{2}^{-}(x) N_{2}=-C_{2}^{+}(x) N_{2} \leq 0 \text { in }(0,1)
$$

In view of $C_{2}^{-}(x)=\mu_{2}\left(\frac{U_{2}}{N_{2}}\right)^{-} \in L^{\infty}(0,1)$, similar arguments as above imply that $N_{2}(x)>0$ on $[0,1]$. Thus, we have $\frac{U_{i}}{N_{i}} \in C([0,1])$, and hence, the solution satisfying (3.1) is in the classical sense everywhere.

Next, we claim $U_{1}+U_{2}<z(x)$ on [0,1]. Let $\Psi=z-U_{1}-U_{2}$. Then $\Psi$ satisfies

$$
\left\{\begin{array}{l}
-d \Psi^{\prime \prime}+\left[N_{1} \int_{0}^{1} \frac{\partial f_{1}}{\partial R}\left(\tau \Psi, \frac{U_{1}}{N_{1}}\right) \mathrm{d} \tau+N_{2} \int_{0}^{1} \frac{\partial f_{2}}{\partial R}\left(\tau \Psi, \frac{U_{2}}{N_{2}}\right) \mathrm{d} \tau\right] \Psi=0, x \in(0,1), \\
\Psi^{\prime}(0)=-R^{(0)}, \quad \Psi^{\prime}(1)+\gamma \Psi(1)=0
\end{array}\right.
$$

By the strong maximum principle, we have $\Psi>0$ on [ 0,1$]$. That is, $U_{1}+U_{2}<z(x)$ on [0, 1]. Noting that $U_{i} \not \equiv 0(\mathrm{i}=1,2)$, and $U_{1}, U_{2}$ satisfy

$$
\left\{\begin{array}{l}
-d U_{1}^{\prime \prime}+h\left(N_{1}\right) N_{2} U_{1}=f_{1}\left(z(x)-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1} \geq 0, x \in(0,1) \\
U_{1}^{\prime}(0)=U_{1}^{\prime}(1)+\gamma U_{1}(1)=0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
-d U_{2}^{\prime \prime}=f_{2}\left(z(x)-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2} \geq 0, x \in(0,1) \\
U_{2}^{\prime}(0)=U_{2}^{\prime}(1)+\gamma U_{2}(1)=0
\end{array}\right.
$$

Then we have $U_{1}>0, U_{2}>0$ on [ 0,1 ] by the strong maximum principle.
In order to show $U_{i}>N_{i} Q_{\min , i}$ on [0,1] with $i=1,2$, we set $\omega_{i}=U_{i}-N_{i} Q_{\text {min }, i}$. Note that for $i=1,2$,

$$
\begin{equation*}
\mu_{i}\left(\frac{U_{i}}{N_{i}}\right)=\mu_{i}\left(Q_{\min , i}\right)+\zeta_{i}\left(x, Q_{\min , i}\right)\left(\frac{U_{i}}{N_{i}}-Q_{\min , i}\right) \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta_{i}\left(x, Q_{i}\right)=\int_{0}^{1} \mu_{i}^{\prime}\left(\tau \frac{U_{i}}{N_{i}}+(1-\tau) Q_{i}\right) \mathrm{d} \tau>0 \tag{3.4}
\end{equation*}
$$

Then $\omega_{1}(x), \omega_{2}(x)$ satisfy

$$
\left\{\begin{array}{l}
d \omega_{1}^{\prime \prime}-\left(h\left(N_{1}\right) N_{2}+Q_{\min , 1} \zeta_{1}\left(x, Q_{\min , 1}\right)\right) \omega_{1}=-N_{1} f_{1}\left(z-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) \leq 0 \\
\omega_{1}^{\prime}(0)=0, \omega_{1}^{\prime}(1)+\gamma \omega_{1}(1)=0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
d \omega_{2}^{\prime \prime}-Q_{\min , 2} \zeta_{2}\left(x, Q_{\min , 2}\right) \omega_{2}=-N_{2} f_{2}\left(z-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right)-g\left(N_{1}\right) \frac{U_{1}}{N_{1}} N_{2} \leq 0, \\
\omega_{2}^{\prime}(0)=0, \omega_{2}^{\prime}(1)+\gamma \omega_{2}(1)=0
\end{array}\right.
$$

By the strong maximum principle and the boundary conditions, we have $\omega_{1}(x)>0$ on $[0,1]$ or $\omega_{1}(x) \equiv 0$ on $[0,1]$. If $\omega_{1}(x) \equiv 0$ on $[0,1]$, then $U_{1} \equiv N_{1} Q_{\min , 1}$, and

$$
\left\{\begin{array}{l}
-d N_{1}^{\prime \prime}+h\left(N_{1}\right) N_{2} \cdot N_{1}=\mu_{1}\left(Q_{\min , 1}\right) N_{1}=0, x \in(0,1) \\
N_{1}^{\prime}(0)=N_{1}^{\prime}(1)+\gamma N_{1}(1)=0
\end{array}\right.
$$

which implies $N_{1} \equiv 0$ on [ 0,1$]$, contradicting the fact $N_{1}>0$ on $[0,1]$. Hence $\omega_{1}(x)>0$ on [ 0 , 1], that is $U_{1}>N_{1} Q_{\min , 1}$ on [0,1]. Similarly, we can show that $U_{2}>N_{2} Q_{\min , 2}$ on [0,1].

It remains to show that $U_{1}(x)<N_{1}(x) Q_{1}^{*}$ and $U_{2}(x)<N_{2}(x) Q_{2}^{* *}$ on [ 0,1$]$. By the definition of $Q_{1}^{*}$, (H2) and $0<z-U_{1}-U_{2}<z$ on [0,1], we can conclude that

$$
\begin{equation*}
f_{1}\left(z-U_{1}-U_{2}, Q_{1}^{*}\right)-\mu_{1}\left(Q_{1}^{*}\right) Q_{1}^{*}<0 \text { for } x \in[0,1] . \tag{3.5}
\end{equation*}
$$

Let $\chi_{1}=U_{1}-N_{1} Q_{1}^{*}$. Note that

$$
\begin{align*}
& f_{1}\left(z-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right)=f_{1}\left(z-U_{1}-U_{2}, Q_{1}^{*}\right)+\xi_{1}\left(x, Q_{1}^{*}\right)\left(\frac{U_{1}}{N_{1}}-Q_{1}^{*}\right),  \tag{3.6}\\
& \mu_{1}\left(\frac{U_{1}}{N_{1}}\right)=\mu_{1}\left(Q_{1}^{*}\right)+\zeta_{1}\left(x, Q_{1}^{*}\right)\left(\frac{U_{1}}{N_{1}}-Q_{1}^{*}\right) \tag{3.7}
\end{align*}
$$

where $\zeta_{1}\left(x, Q_{1}\right)$ is given by (3.4), and

$$
\begin{equation*}
\xi_{1}\left(x, Q_{1}\right)=\int_{0}^{1} \frac{\partial f_{1}}{\partial Q_{1}}\left(z-U_{1}-U_{2}, \tau \frac{U_{1}}{N_{1}}+(1-\tau) Q_{1}\right) \mathrm{d} \tau \leq 0 \tag{3.8}
\end{equation*}
$$

Then $\chi_{1}(x)$ satisfies

$$
\left\{\begin{array}{l}
-d \chi_{1}^{\prime \prime}+\left(-\xi_{1}\left(x, Q_{1}^{*}\right)+\zeta_{1}\left(x, Q_{1}^{*}\right) Q_{1}^{*}+h\left(N_{1}\right) N_{2}\right) \chi_{1} \\
\quad=\left[f_{1}\left(z-U_{1}-U_{2}, Q_{1}^{*}\right)-\mu_{1}\left(Q_{1}^{*}\right) Q_{1}^{*}\right] N_{1}<0, x \in(0,1), \\
\chi_{1}^{\prime}(0)=0, \quad \chi_{1}^{\prime}(1)+\gamma \chi_{1}(1)=0
\end{array}\right.
$$

In view of (1.2), (3.4) and (3.8), we conclude that $-\xi_{1}\left(x, Q_{1}^{*}\right)+\zeta_{1}\left(x, Q_{1}^{*}\right) Q_{1}^{*}+h\left(N_{1}\right) N_{2}>0$ in $(0,1)$. It follows from the strong maximum principle that $\chi_{1}<0$ on [0, 1], that is, $U_{1}(x)<$ $N_{1}(x) Q_{1}^{*}$ on $[0,1]$.

Similarly, by the definition of $Q_{2}^{* *}$, the assumption (H2) and $0<z-U_{1}-U_{2}<z$ on $[0,1]$, we can conclude that

$$
\begin{equation*}
f_{2}\left(z-U_{1}-U_{2}, Q_{2}^{* *}\right)-\mu_{2}\left(Q_{2}^{* *}\right) Q_{2}^{* *}+g\left(\frac{z(x)}{Q_{\min , 1}}\right) Q_{1}^{*}<0 \text { for } x \in[0,1] . \tag{3.9}
\end{equation*}
$$

Let $\chi_{2}=U_{2}-N_{2} Q_{2}^{* *}$. Note that

$$
\begin{align*}
& f_{2}\left(z-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right)=f_{2}\left(z-U_{1}-U_{2}, Q_{2}^{* *}\right)+\xi_{2}\left(x, Q_{2}^{* *}\right)\left(\frac{U_{2}}{N_{2}}-Q_{2}^{* *}\right)  \tag{3.10}\\
& \mu_{2}\left(\frac{U_{2}}{N_{2}}\right)=\mu_{2}\left(Q_{2}^{* *}\right)+\zeta_{2}\left(x, Q_{2}^{* *}\right)\left(\frac{U_{2}}{N_{2}}-Q_{2}^{* *}\right) \tag{3.11}
\end{align*}
$$

where $\zeta_{2}\left(x, Q_{2}\right)$ is given by (3.4), and

$$
\begin{equation*}
\xi_{2}\left(x, Q_{2}\right)=\int_{0}^{1} \frac{\partial f_{2}}{\partial Q_{2}}\left(z-U_{1}-U_{2}, \tau \frac{U_{2}}{N_{2}}+(1-\tau) Q_{2}\right) \mathrm{d} \tau \leq 0 \tag{3.12}
\end{equation*}
$$

It follows from $N_{1}(x)<\frac{U_{1}(x)}{Q_{\text {min }, 1}}<\frac{z(x)}{Q_{\text {min }, 1}}, \frac{U_{1}(x)}{N_{1}(x)}<Q_{1}^{*}$ and (3.9) that $\chi_{2}(x)$ satisfies

$$
\left\{\begin{array}{l}
-d \chi_{2}^{\prime \prime}+\left(-\xi_{2}\left(x, Q_{2}^{* *}\right)+\zeta_{2}\left(x, Q_{2}^{* *}\right) Q_{2}^{* *}\right) \chi_{2} \\
\quad=\left[f_{2}\left(z-U_{1}-U_{2}, Q_{2}^{* *}\right)-\mu_{2}\left(Q_{2}^{* *}\right) Q_{2}^{* *}+h\left(N_{1}\right) U_{1}\right] N_{2}<0, x \in(0,1), \\
\chi_{2}^{\prime}(0)=0, \quad \chi_{2}^{\prime}(1)+\gamma \chi_{2}(1)=0
\end{array}\right.
$$

It follows from (3.4) and (3.12) that $-\xi_{2}\left(x, Q_{2}^{* *}\right)+\zeta_{2}\left(x, Q_{2}^{* *}\right) Q_{2}^{* *}>0$ in $(0,1)$. By the strong maximum principle, we deduce that $\chi_{2}<0$ on [0, 1], that is, $U_{2}(x)<N_{2}(x) Q_{2}^{* *}$ on $[0,1]$.

Next, we show the existence of positive steady state solutions by degree theory. By virtue of Lemma 3.1, we introduce the spaces

$$
\begin{aligned}
& X=C\left([0,1] ; \mathbb{R}^{4}\right), \quad X_{+}=C\left([0,1] ; \mathbb{R}_{+}^{4}\right), \quad \mathcal{D}=C^{0}\left([0,1], \mathbb{R}_{+}^{2}\right), \\
& W_{1}=\mathcal{C}_{1}=\left\{\left(N_{1}, U_{1}\right) \in \mathcal{D}: Q_{\min , 1} N_{1}(x) \leq U_{1}(x) \leq Q_{1}^{*} N_{1}(x) \text { on } x \in[0,1]\right\}, \\
& W_{2}=\left\{\left(N_{2}, U_{2}\right) \in \mathcal{D}: Q_{\min , 2} N_{2}(x) \leq U_{2}(x) \leq Q_{2}^{* *} N_{2}(x) \text { on } x \in[0,1]\right\} \\
& W=W_{1} \times W_{2}, \\
& \Omega=\left\{\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in W:\left\|N_{1}\right\|+\left\|U_{1}\right\|+\left\|N_{2}\right\|+\left\|U_{2}\right\| \leq M_{0}\right\},
\end{aligned}
$$

where $\|\cdot\|$ is the usual norm in $C([0,1])$ and $M_{0}=4 \max \left\{1, \frac{1}{Q_{\min , 1}}, \frac{1}{Q_{\text {min }, 2}}\right\}\|z\|$. Clearly, $W \subset X_{+}$ is also a cone of $X$, where $X_{+}$is the natural positive cone of $X$.

Observe that for any $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \Omega \subset W$, we have $U_{i}\left(x_{0}\right)=0$ if $N_{i}\left(x_{0}\right)=0$ at some point $x_{0} \in[0,1]$ with $i=1,2$. Motivated by Eq. (4.9) and Eq. (4.10) in [8], for $i=1,2$ and any $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \Omega$, we define

$$
\tilde{\mu}_{i}\left(U_{i}(x), N_{i}(x)\right)= \begin{cases}0 & \text { when } N_{i}(x)=0, \text { for some } x \in[0,1],  \tag{3.13}\\ \mu_{i}\left(U_{i}(x) / N_{i}(x)\right) N_{i}(x) & \text { when } N_{i}(x)>0, \forall x \in[0,1],\end{cases}
$$

and $\tilde{f}_{i}\left(R(x), U_{i}(x), N_{i}(x)\right)$

$$
= \begin{cases}0 & \text { when } N_{i}(x)=0, \text { for some } x \in[0,1]  \tag{3.14}\\ f_{i}\left(R(x), U_{i}(x) / N_{i}(x)\right) N_{i}(x) & \text { when } N_{i}(x)>0, \forall x \in[0,1]\end{cases}
$$

with $R(x)=z(x)-U_{1}(x)-U_{2}(x)$. Then for $i=1,2$, the functions $\tilde{\mu}_{i}\left(U_{i}(x), N_{i}(x)\right)$ and $\tilde{f}_{i}\left(z(x)-U_{1}(x)-U_{2}(x), U_{i}(x), N_{i}(x)\right)$ are continuous in $\Omega$. In particular, these two functions are continuous at the steady-state solutions $E_{0}, E_{1}$ and $E_{2}$. For our convenience, we will still denote $\tilde{\mu}_{i}\left(U_{i}(x), N_{i}(x)\right)$ (resp. $\tilde{f}_{i}\left(R(x), U_{i}(x), N_{i}(x)\right)$ ) by $\mu_{i}\left(U_{i} / N_{i}\right) N_{i}$ (resp. $\left.f_{i}\left(R(x), U_{i} / N_{i}\right) N_{i}\right)$ in the subsequent discussions.

Define $F: \Omega \rightarrow X$ by

$$
F\left(\begin{array}{l}
N_{1} \\
U_{1} \\
N_{2} \\
U_{2}
\end{array}\right):=\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}\left(\begin{array}{l}
\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}-g\left(N_{1}\right) N_{2}+M N_{1} \\
f_{1}\left(z(x)-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}-h\left(N_{1}\right) U_{1} N_{2}+M U_{1} \\
\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}+M N_{2} \\
f_{2}\left(z(x)-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2}+M U_{2}
\end{array}\right),
$$

where $\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}$ is the inverse operator of $-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M$ subject to the boundary conditions $u_{x}(0)=u_{x}(1)+\gamma u(1)=0$, and $M$ is sufficiently large such that

$$
\left\{\begin{array}{l}
\mu_{1}\left(\frac{U_{1}}{N_{1}}\right)-h\left(N_{1}\right) N_{2}+M>0  \tag{3.15}\\
f_{1}\left(z(x)-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) \frac{N_{1}}{U_{1}}-h\left(N_{1}\right) N_{2}+M>0, \\
\mu_{2}\left(\frac{U_{2}}{N_{2}}\right)+M>0, \\
f_{2}\left(z(x)-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) \frac{N_{2}}{U_{2}}+h\left(N_{1}\right) \frac{N_{2}}{U_{2}} U_{1}+M>0 \\
\xi_{1}\left(x, Q_{\min , 1}\right)-Q_{\min , 1} \zeta_{1}\left(x, Q_{\min , 1}\right)-h\left(N_{1}\right) N_{2}+M>0, \\
\xi_{1}\left(x, Q_{1}^{*}\right)-Q_{1}^{*} \zeta_{1}\left(x, Q_{1}^{*}\right)-h\left(N_{1}\right) N_{2}+M>0, \\
\xi_{2}\left(x, Q_{\min , 2}\right)-Q_{\min , 2} \zeta_{2}\left(x, Q_{\min , 2}\right)+M>0, \\
\xi_{2}\left(x, Q_{2}^{* *}\right)-Q_{2}^{* *} \zeta_{2}\left(x, Q_{2}^{* *}\right)+M>0
\end{array}\right.
$$

for all $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \Omega$. Here $\zeta_{i}\left(x, Q_{i}\right), \xi_{1}\left(x, Q_{1}\right)$ and $\xi_{2}\left(x, Q_{2}\right)$ are defined by (3.4), (3.8) and (3.12) respectively. By the assumptions (H1)-(H2) and the extensions (1.11)-(1.12) and (3.13)-(3.14), one can conclude that $F$ is compact.

Next, we show that $F(\Omega) \subset W$ by direct computations and the maximum principle. To this end, let $F\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=\left(\overline{N_{1}}, \overline{U_{1}}, \overline{N_{2}}, \overline{U_{2}}\right)$ for any $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \Omega$. Then $\left(\overline{N_{1}}, \overline{U_{1}}, \overline{N_{2}}, \overline{U_{2}}\right)$ satisfies

$$
\left\{\begin{array}{l}
-d{\overline{N_{1}}}^{\prime \prime}+M \overline{N_{1}}=\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}-g\left(N_{1}\right) N_{2}+M N_{1}  \tag{3.16}\\
-d{\overline{U_{1}}}^{\prime \prime}+M \overline{U_{1}}=f_{1}\left(z(x)-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}-h\left(N_{1}\right) U_{1} N_{2}+M U_{1} \\
-d \overline{N_{2}}{ }^{\prime \prime}+M \overline{N_{2}}=\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}+M N_{2} \\
-d{\overline{U_{2}}}^{\prime \prime}+M \overline{U_{2}}=f_{2}\left(z(x)-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2}+M U_{2}
\end{array}\right.
$$

for $x \in(0,1)$ with boundary conditions

$$
\left\{\begin{array}{l}
{\overline{N_{i}}}^{\prime}(0)=0,{\overline{N_{i}}}^{\prime}(1)+\gamma \overline{N_{i}}(1)=0, i=1,2,  \tag{3.17}\\
{\overline{U_{i}}}^{\prime}(0)=0,{\overline{U_{i}}}^{\prime}(1)+\gamma \overline{U_{i}}(1)=0, i=1,2 .
\end{array}\right.
$$

In view of (3.15), it follows from the maximum principle that $\overline{N_{1}} \geq 0, \overline{U_{1}} \geq 0, \overline{N_{2}} \geq 0, \overline{U_{2}} \geq 0$ on [0, 1]. It remains to show that $Q_{\text {min, } 1} \overline{N_{1}} \leq \overline{U_{1}} \leq Q_{1}^{*} \overline{N_{1}}$ and $Q_{\text {min, } 2} \overline{N_{2}} \leq \overline{U_{2}} \leq Q_{2}^{* *} \overline{N_{1}}$ on [0, 1]. With this in mind, let $\overline{\omega_{i}}=\overline{U_{i}}-\overline{N_{i}} Q_{\min , i}$ and $\omega_{i}=U_{i}-N_{i} Q_{\text {min, } i}$ with $i=1,2$. Then $\omega_{i} \geq 0$ on [0,1] based on $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \Omega \subset W$. Note that for $i=1,2$,

$$
f_{i}\left(z-U_{1}-U_{2}, \frac{U_{i}}{N_{i}}\right)=f_{i}\left(z-U_{1}-U_{2}, Q_{\min , i}\right)+\xi_{i}\left(x, Q_{\min , i}\right)\left(\frac{U_{i}}{N_{i}}-Q_{\min , i}\right)
$$

where $\xi_{1}\left(x, Q_{1}\right), \xi_{2}\left(x, Q_{2}\right)$ are given by (3.8) and (3.12) respectively. It follows from (3.16)-(3.17) and (3.3) that ${\overline{\omega_{i}}}^{\prime}(0)=0,{\overline{\omega_{i}}}^{\prime}(1)+\gamma \overline{\omega_{i}}(1)=0$ and for $x \in(0,1)$,

$$
\begin{aligned}
& -d \overline{\omega_{1}^{\prime \prime}}+M \overline{\omega_{1}} \\
= & f_{1}\left(z(x)-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}-\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1} Q_{\min , i}-h\left(N_{1}\right) N_{2} \omega_{1}+M \omega_{1} \\
= & \left(\xi_{1}\left(x, Q_{\min , 1}\right)-Q_{\min , 1} \zeta_{1}\left(x, Q_{\min , 1}\right)-h\left(N_{1}\right) N_{2}+M\right) \omega_{1}+f_{1}\left(z-U_{1}-U_{2}, Q_{\min , 1}\right) N_{1} \\
\geq & \left(\xi_{1}\left(x, Q_{\min , 1}\right)-Q_{\min , 1} \zeta_{1}\left(x, Q_{\min , 1}\right)-h\left(N_{1}\right) N_{2}+M\right) \omega_{1},
\end{aligned}
$$

and

$$
\begin{aligned}
& -d{\overline{\omega_{2}}}^{\prime \prime}+M \overline{\omega_{2}} \\
= & f_{2}\left(z(x)-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}-\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2} Q_{\min , 2}+h\left(N_{1}\right) U_{1} N_{2}+M \omega_{1} \\
= & \left(\xi_{2}\left(x, Q_{\min , 2}\right)-Q_{\min , 2} \zeta_{2}\left(x, Q_{\min , 2}\right)+M\right) \omega_{2}+h\left(N_{1}\right) U_{1} N_{2}+f_{2}\left(z-U_{1}-U_{2}, Q_{\min , 2}\right) N_{2} \\
\geq & \left(\xi_{2}\left(x, Q_{\min , 2}\right)-Q_{\min , 2} \zeta_{2}\left(x, Q_{\min , 2}\right)+M\right) \omega_{2}
\end{aligned}
$$

By using (3.15) and the maximum principle, it is easy to see that $\overline{\omega_{i}} \geq 0$ on [0, 1]. Also, we have $Q_{\text {min }, i} \overline{N_{i}} \leq \overline{U_{i}}$ on $[0,1]$.

Similarly, let $\overline{\chi_{1}}=\overline{U_{1}}-Q_{1}^{*} \overline{N_{1}}, \overline{\chi_{2}}=\overline{U_{2}}-Q_{2}^{* *} \overline{N_{2}}$ and $\chi_{1}=U_{1}-Q_{1}^{*} N_{1}, \chi_{2}=U_{2}-Q_{2}^{* *} N_{2}$. Then $\chi_{i} \leq 0$ on [0,1] based on $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \Omega \subset W$. It follows from (3.5)-(3.7), (3.9)-(3.11), (3.15) and (3.16)-(3.17) that $\overline{\chi_{i}} \leq 0$ on [0, 1] by similar computations and the maximum principle. That is, $\overline{U_{1}} \leq Q_{1}^{*} \overline{N_{1}}$ and $\overline{U_{2}} \leq Q_{2}^{* *} \overline{N_{1}}$ on $[0,1]$. Hence, by the definition of $M$, we have $F(\Omega) \subset W$. By Lemma 3.1, we conclude that (3.1)-(3.2) have nonnegative solutions if and only if the operator $F$ has a fixed point in $\Omega$.

As mentioned before, due to a priori estimates for nonnegative solutions of the system (3.1)-(3.2), we can establish the existence of positive solutions to (3.1)-(3.2) by using the topological fixed point theorems in the cone $W$ (see Lemma 2.2). The selection of this special cone $W$ ensures the existence of $M$ satisfying (3.15), and guarantees $F(\Omega) \subset W$, which enables us to apply Lemma 2.2.

Lemma 3.2. For $\lambda \geq 1$, the equation $F\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=\lambda\left(N_{1}, U_{1}, N_{2}, U_{2}\right)$ has no solution in $W$ satisfying $\left\|N_{1}\right\|+\left\|U_{1}\right\|+\left\|N_{2}\right\|+\left\|U_{2}\right\|=M_{0}$.

Proof. Suppose $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in W$ satisfies $F\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=\lambda\left(N_{1}, U_{1}, N_{2}, U_{2}\right)$. Then $0 \leq N_{i} \leq \frac{U_{i}}{Q_{\text {min, } i}}$ on $[0,1]$ with $i=1,2$, and for $x \in(0,1)$,

$$
\left\{\begin{array}{l}
\lambda d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}-g\left(N_{1}\right) N_{2}=(\lambda-1) M N_{1} \geq 0, \\
\lambda d U_{1}^{\prime \prime}+f_{1}\left(z(x)-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}-h\left(N_{1}\right) U_{1} N_{2}=(\lambda-1) M U_{1} \geq 0, \\
\lambda d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=(\lambda-1) M N_{2} \geq 0, \\
\lambda d U_{2}^{\prime \prime}+f_{2}\left(z(x)-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2}=(\lambda-1) M U_{2} \geq 0
\end{array}\right.
$$

with the boundary conditions (3.2). By similar arguments as in Lemma 3.1, we have $U_{1}+U_{2}<$ $z(x)$ on $[0,1]$, which implies that $0 \leq N_{i} \leq \frac{U_{i}}{Q_{\text {min }, i}}<\frac{z(x)}{Q_{\text {min }, i}}$. Hence, there exists no solution of $F\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=\lambda\left(N_{1}, U_{1}, N_{2}, U_{2}\right)$ in $W$ satisfying $\left\|N_{1}\right\|+\left\|U_{1}\right\|+\left\|N_{2}\right\|+\left\|U_{2}\right\|=$ $M_{0}$.

As a consequence of Lemma 3.2 and Lemma 2.2, we have the following outcome.
Lemma 3.3. index $(F, \dot{\Omega}, W)=1$, where $\dot{\Omega}$ denotes the interior of $\Omega$ in $W$.
Lemma 3.4. Suppose $0<d<d_{0,2}$. Then for $\delta>0$ small enough,

$$
\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{0}\right), W\right)=0
$$

where $O_{\delta}^{+}\left(E_{0}\right)=\left\{\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in W:\left\|N_{1}\right\|+\left\|U_{1}\right\|+\left\|N_{2}\right\|+\left\|U_{2}\right\|<\frac{\delta}{\gamma} R^{(0)}\right\}$ is a neighborhood of $E_{0}$ in $W$.

Proof. By the definition of $N_{2}^{*}(x), U_{2}^{*}(x)$, there exists $\epsilon_{0}, \delta_{0}>0$ small, such that

$$
\frac{\delta}{\gamma} R^{(0)} \leq N_{2}^{*}(x)-\epsilon_{0}, \frac{\delta}{\gamma} R^{(0)} \leq U_{2}^{*}(x)-\epsilon_{0}
$$

hold for all $x \in[0,1]$ and all $\delta \in\left(0, \delta_{0}\right]$. Denote the boundary

$$
\partial O_{\delta}^{+}\left(E_{0}\right)=\left\{\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in W:\left\|N_{1}\right\|+\left\|U_{1}\right\|+\left\|N_{2}\right\|+\left\|U_{2}\right\|=\frac{\delta}{\gamma} R^{(0)}\right\} .
$$

Thus $\left\|N_{i}\right\| \leq \delta z,\left\|U_{i}\right\| \leq \delta z(i=1,2)$ whenever $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \partial O_{\delta}^{+}\left(E_{0}\right)$.
Let $\chi=2+\gamma-\gamma x^{2}$. Then $\chi>0$ on $[0,1]$ and satisfies

$$
\chi_{x x}<0 \text { in }(0,1), \quad \chi_{x}(0)=0, \chi_{x}(1)+\gamma \chi(1)=0 .
$$

Moreover, $\left(\chi, Q_{\min , 1} \chi, \chi, Q_{\min , 2} \chi\right) \in W$. Next, we show that for $\lambda \geq 0$,

$$
\left(N_{1}, U_{1}, N_{2}, U_{2}\right)-F\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=\lambda\left(\chi, Q_{\min , 1} \chi, \chi, Q_{\min , 2} \chi\right)
$$

has no solution on $S_{\delta}$ for small $\delta$. Assume on the contrary that it has a solution $\left(N_{1}, U_{1}, N_{2}, U_{2}\right)$ on $S_{\delta}$. Then $\left(N_{2}, U_{2}\right)$ satisfies

$$
\begin{aligned}
& d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=\lambda\left(d \chi^{\prime \prime}-M \chi\right), \quad x \in(0,1) \\
& d U_{2}^{\prime \prime}+f_{2}\left(z(x)-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2}=\lambda Q_{\min , 2}\left(d \chi^{\prime \prime}-M \chi\right), x \in(0,1) .
\end{aligned}
$$

By the definition of $\chi$, we have

$$
\begin{aligned}
& d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2} \leq 0, \quad x \in(0,1) \\
& d U_{2}^{\prime \prime}+f_{2}\left((1-\delta) z(x)-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2} \leq 0, x \in(0,1)
\end{aligned}
$$

Let $\Delta_{2}^{\delta}=\left\{\left(N^{0}, U^{0}\right) \in C\left([0,1] ; \mathbb{R}^{2}\right): N^{0}>0,0<U^{0} \leq(1-\delta) z(x), \frac{U^{0}(x)}{N^{0}(x)} \geq Q_{\min , 2}\right.$ on $\left.[0,1]\right\}$. We consider the following auxiliary problem

$$
\left\{\begin{array}{l}
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=0, \quad x \in(0,1),  \tag{3.18}\\
d U_{2}^{\prime \prime}+f_{2}\left((1-\delta) z(x)-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}=0, \quad x \in(0,1), \\
N_{2}^{\prime}(0)=0, N_{2}^{\prime}(1)+\gamma N_{2}(1)=0, \quad U_{2}^{\prime}(0)=0, U_{2}^{\prime}(1)+\gamma U_{2}(1)=0
\end{array}\right.
$$

Let $\lambda_{2}^{\delta}(d)$ be the principal eigenvalue of the following nonlinear eigenvalue problem

$$
\left\{\begin{array}{l}
\lambda \phi(x)=d \phi^{\prime \prime}(x)+\mu_{2}\left(\frac{\varphi(x)}{\phi(x)}\right) \phi(x), x \in(0,1), \\
\lambda \varphi(x)=d \varphi^{\prime \prime}(x)+f_{2}\left((1-\delta) z(x), \frac{\varphi(x)}{\phi(x)}\right) \phi(x), x \in(0,1), \\
\phi^{\prime}(0)=\phi^{\prime}(1)+\gamma \phi(1)=0, \varphi^{\prime}(0)=\varphi^{\prime}(1)+\gamma \varphi(1)=0 .
\end{array}\right.
$$

By similar arguments as in [8, Lemma 7.1], there is a $d_{0,2}^{\delta}>0$ such that

$$
\lambda_{2}^{\delta}(d)>0 \text { if } 0<d<d_{0,2}^{\delta}, \quad \lambda_{2}^{\delta}(d)=0 \text { if } d=d_{0,2}^{\delta}, \quad \lambda_{2}^{\delta}(d)<0 \text { if } d>d_{0,2}^{\delta}
$$

By standard regularity theory, it is easy to deduce that $d_{0,2}^{\delta} \rightarrow d_{0,2}$ as $\delta \rightarrow 0$. In view of $0<d<d_{0,2}$, there exists $\delta_{1}>0$ small such that for any $0<\delta \leq \delta_{1}$, we have $0<d<d_{0,2}^{\delta}$. It follows from Lemma 2.1 that (3.18) has a unique positive solution $\left(N_{2}^{\delta}(x), U_{2}^{\delta}(x)\right)$ which is globally asymptotically stable in $\Delta_{2}^{\delta}$. Since (3.18) is cooperative, it follows from the monotone method and uniqueness of $\left(N_{2}^{\delta}(x), U_{2}^{\delta}(x)\right)$ that $N_{2}(x) \geq N_{2}^{\delta}(x), U_{2}(x) \geq U_{2}^{\delta}(x)$. Meanwhile, by $L^{p}$ estimates and the Sobolev embedding theorem, we proceed as in the proof of Theorem 2.5 in [23] to obtain

$$
\lim _{\delta \rightarrow 0} N_{2}^{\delta}(x)=N_{2}^{*}(x), \lim _{\delta \rightarrow 0} U_{2}^{\delta}(x)=U_{2}^{*}(x)
$$

Hence, there exists $\delta_{2}>0$ such that for $0<\delta \leq \delta_{2}, N_{2}^{\delta}(x)>N_{2}^{*}(x)-\epsilon_{0}, U_{2}^{\delta}(x)>U_{2}^{*}(x)-\epsilon_{0}$. Set $\bar{\delta}=\min \left\{\delta_{0}, \delta_{1}, \delta_{2}\right\}$. Then for any $0<\delta \leq \bar{\delta}$, we can find that $N_{2}(x)>N_{2}^{*}(x)-\epsilon_{0} \geq$ $\frac{\delta}{\gamma} R^{(0)}, U_{2}(x)>U_{2}^{*}(x)-\epsilon_{0} \geq \frac{\delta}{\gamma} R^{(0)}$, which contradicts $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \partial O_{\delta}^{+}\left(E_{0}\right)$. Therefore, $\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{0}\right), W\right)=0$ by Lemma 2.2.

Consider the following two nonlinear eigenvalue problems

$$
\left\{\begin{array}{l}
\Lambda_{1} \Phi_{1}=d \Phi_{1}^{\prime \prime}+\mu_{1}\left(\frac{\Psi_{1}}{\Phi_{1}}\right) \Phi_{1}, x \in(0,1)  \tag{3.19}\\
\Lambda_{1} \Psi_{1}=d \Psi_{1}^{\prime \prime}+f_{1}\left(z-U_{2}^{*}, \frac{\Psi_{1}}{\Phi_{1}}\right) \Phi_{1}, x \in(0,1) \\
\Phi_{1}^{\prime}(0)=\Phi_{1}^{\prime}(1)+\gamma \Phi_{1}(1)=0, \Psi_{1}^{\prime}(0)=\Psi_{1}^{\prime}(1)+\gamma \Psi_{1}(1)=0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\Lambda_{2} \Phi_{2}=d \Phi_{2}^{\prime \prime}+\mu_{2}\left(\frac{\Psi_{2}}{\Phi_{2}}\right) \Phi_{2}, x \in(0,1),  \tag{3.20}\\
\Lambda_{2} \Psi_{2}=d \Psi_{2}^{\prime \prime}+f_{2}\left(z-U_{1}^{*}, \frac{\Psi_{2}}{\Phi_{2}}\right) \Phi_{2}+h\left(N_{1}^{*}\right) U_{1}^{*} \Phi_{2}, x \in(0,1), \\
\Phi_{2}^{\prime}(0)=\Phi_{2}^{\prime}(1)+\gamma \Phi_{2}(1)=0, \Psi_{2}^{\prime}(0)=\Psi_{2}^{\prime}(1)+\gamma \Psi_{2}(1)=0 .
\end{array}\right.
$$

By similar arguments as in [8, Lemma 5.1] (see also [11]), the eigenvalue problem (3.19) (resp. (3.20)) admits its principal eigenvalue, denoted by $\Lambda_{1}^{0}$ (resp. $\Lambda_{2}^{0}$ ) with the corresponding strongly positive eigenfunctions $\left(\Phi_{1}, \Psi_{1}\right) \gg_{\mathcal{D}}(0,0)$ in $W_{1}\left(\right.$ resp. $\left(\Phi_{2}, \Psi_{2}\right) \gg_{\mathcal{D}}(0,0)$ in $\left.W_{2}\right)$.

Now we turn to calculate the indices of the compact operator $F$ at the neighborhood of the semi-trivial positive solutions $E_{1}(x)=\left(N_{1}^{*}(d, x), U_{1}^{*}(d, x), 0,0\right)$ and $E_{2}(x)=\left(0,0, N_{2}^{*}(d, x)\right.$, $\left.U_{2}^{*}(d, x)\right)$ in $W$.

Lemma 3.5. Suppose $0<d<d_{0,1}$ and $F$ has no fixed point in $\dot{\Omega}$. Then for $\delta>0$ small enough

$$
\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{1}\right), W\right)=\left\{\begin{array}{lll}
1 & \text { if } & \Lambda_{2}^{0}<0, \\
0 & \text { if } & \Lambda_{2}^{0}>0
\end{array}\right.
$$

where $O_{\delta}^{+}\left(E_{1}\right)=\left\{\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in W:\left\|N_{1}-N_{1}^{*}\right\|+\left\|U_{1}-U_{1}^{*}\right\|+\left\|N_{2}\right\|+\left\|U_{2}\right\|<\delta\right\}$ is a neighborhood of $E_{1}(x)$ in $W$.

Proof. For $\tau \in[0,1]$, define

$$
F(\tau)\left(\begin{array}{l}
N_{1} \\
U_{1} \\
N_{2} \\
U_{2}
\end{array}\right)=\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}\left(\begin{array}{l}
\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}-\tau g\left(N_{1}\right) N_{2}+M N_{1} \\
f_{1}\left(z(x)-U_{1}-\tau U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}-\tau h\left(N_{1}\right) U_{1} N_{2}+M U_{1} \\
\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}+M N_{2} \\
f_{2}\left(z(x)-U_{1}-\tau U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2}+M U_{2}
\end{array}\right)
$$

where $M$ is large enough such that (3.15) holds for all $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \Omega$. Then $F(\tau)\left(N_{1}, U_{1}\right.$, $\left.N_{2}, U_{2}\right)=\left(N_{1}, U_{1}, N_{2}, U_{2}\right)$ leads to

$$
\left\{\begin{array}{l}
d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}-\tau g\left(N_{1}\right) N_{2}=0, x \in(0,1),  \tag{3.21}\\
d U_{1}^{\prime \prime}+f_{1}\left(z(x)-U_{1}-\tau U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}-\tau h\left(N_{1}\right) U_{1} N_{2}=0, x \in(0,1), \\
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=0, x \in(0,1), \\
d U_{2}^{\prime \prime}+f_{2}\left(z(x)-U_{1}-\tau U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2}=0, x \in(0,1)
\end{array}\right.
$$

with the boundary conditions (3.2). If ( $N_{1}, U_{1}, N_{2}, U_{2}$ ) is a fixed point of $F(\tau)$ on the boundary $\partial O_{\delta}^{+}\left(E_{1}\right)=\left\{\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in W:\left\|N_{1}-N_{1}^{*}\right\|+\left\|U_{1}-U_{1}^{*}\right\|+\left\|N_{2}\right\|+\left\|U_{2}\right\|=\delta\right\}$ of $O_{\delta}^{+}\left(E_{1}\right)$ in $W$, we can deduce that

$$
N_{1}(x)>0, U_{1}(x)>0, N_{2}(x) \geq 0, U_{2}(x) \geq 0
$$

and

$$
N_{1}(x) Q_{\min , 1} \leq U_{1}(x) \leq N_{1}(x) Q_{1}^{*}, N_{2}(x) Q_{\min , 2} \leq U_{2}(x) \leq N_{2}(x) Q_{2}^{* *}
$$

on [ 0,1 ]. Furthermore, we can show that $N_{2}(x)>0, U_{2}(x)>0$, otherwise we have $\left(N_{1}, U_{1}\right.$, $\left.N_{2}, U_{2}\right)=E_{1}$. This is a contradiction to $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \partial O_{\delta}^{+}\left(E_{1}\right)$.

Next, we show that for $\tau \in[0,1], F(\tau)$ has no fixed point on $\partial O_{\delta}^{+}\left(E_{1}\right)$. Assume on the contrary that $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \partial O_{\delta}^{+}\left(E_{1}\right)$ is a fixed point of $F(\tau)$. Then $N_{i}(x)>0, U_{i}(x)>$ 0 and $N_{1}(x) Q_{\min , 1} \leq U_{1}(x) \leq N_{1}(x) Q_{1}^{*}, N_{2}(x) Q_{\min , 2} \leq U_{2}(x) \leq N_{2}(x) Q_{2}^{* *}$ on [0,1] by the above arguments. But for $\tau=0$, we can find that $\left(N_{1}, U_{1}\right)=\left(N_{1}^{*}, U_{1}^{*}\right)$ based on $0<d<d_{0,1}$, and $\left(N_{2}, U_{2}\right) \in W_{2}$ satisfies

$$
\left\{\begin{array}{l}
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=0  \tag{3.22}\\
d U_{2}^{\prime \prime}+f_{2}\left(z(x)-U_{1}^{*}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}^{*}\right) U_{1}^{*} N_{2}=0
\end{array}\right.
$$

with the usual boundary conditions, which implies $\Lambda_{2}^{0}=0$, a contradiction to $\Lambda_{2}^{0} \neq 0$. For $\tau>0$, it follows from the equation (3.21) that $\left(N_{1}, U_{1}, \tau N_{2}, \tau U_{2}\right) \in W$ is a fixed point of $F$ in $\dot{\Omega}$, which is a contradiction to the hypothesis of this lemma. Thus by the homotopy invariance of topological degree that

$$
\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{1}\right), W\right)=\operatorname{index}\left(F(1), O_{\delta}^{+}\left(E_{1}\right), W\right)=\operatorname{index}\left(F(0), O_{\delta}^{+}\left(E_{1}\right), W\right)
$$

where

$$
F(0)\left(\begin{array}{l}
N_{1} \\
U_{1} \\
N_{2} \\
U_{2}
\end{array}\right)=\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}\left(\begin{array}{l}
\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}+M N_{1} \\
f_{1}\left(z(x)-U_{1}, \frac{U_{1}}{N_{1}}\right) N_{1}+M U_{1} \\
\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}+M N_{2} \\
f_{2}\left(z(x)-U_{1}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2}+M U_{2}
\end{array}\right) .
$$

The remain task is to calculate $\operatorname{index}\left(F(0), O_{\delta}^{+}\left(E_{1}\right), W\right)$. For this purpose, we first investigate the fixed points of $F(0)$. Suppose $\left(N_{1}, U_{1}, N_{2}, U_{2}\right)$ is a fixed point of $F(0)$ in $O_{\delta}^{+}\left(E_{1}\right)$. Then $N_{1}>0, U_{1}>0, N_{2} \geq 0, U_{2} \geq 0$ and

$$
\left\{\begin{array}{l}
d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1) \\
d U_{1}^{\prime \prime}+f_{1}\left(z(x)-U_{1}, \frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1) \\
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=0, x \in(0,1) \\
d U_{2}^{\prime \prime}+f_{2}\left(z(x)-U_{1}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}\right) U_{1} N_{2}=0, x \in(0,1)
\end{array}\right.
$$

with the boundary conditions (3.2). It is easy to conclude that $\left(N_{1}, U_{1}\right)=\left(N_{1}^{*}, U_{1}^{*}\right)$ based on $0<d<d_{0,1}$, and ( $N_{2}, U_{2}$ ) satisfies (3.22). Similar arguments as before indicate that $\left(N_{2}, U_{2}\right) \equiv$ $(0,0)$ when $\Lambda_{2}^{0} \neq 0$. Hence, $E_{1}$ is the unique fixed point of $F(0)$ in $O_{\delta}^{+}\left(E_{1}\right)$, and

$$
\operatorname{index}\left(F(0), O_{\delta}^{+}\left(E_{1}\right), W\right)=\operatorname{index}\left(F(0), E_{1}, W\right)
$$

For $\sigma \in[0,1]$, let $T(\sigma)$ be defined by

$$
T(\sigma)\left(\begin{array}{l}
N_{1} \\
U_{1} \\
N_{2} \\
U_{2}
\end{array}\right)=\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}\left(\begin{array}{l}
\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}+M N_{1} \\
f_{1}\left(z-U_{1}, \frac{U_{1}}{N_{1}}\right) N_{1}+M U_{1} \\
\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}+M N_{2} \\
T_{4}\left(N_{1}, U_{1}, N_{2}, U_{2}\right)+M U_{2}
\end{array}\right)
$$

where $T_{4}\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=f_{2}\left(z-\left[(1-\sigma) U_{1}+\sigma U_{1}^{*}\right], \frac{U_{2}}{N_{2}}\right) N_{2}+h\left((1-\sigma) N_{1}+\sigma N_{1}^{*}\right)[(1-$ $\left.\sigma) U_{1}+\sigma U_{1}^{*}\right] N_{2}$. Then $T(\sigma)\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=\left(N_{1}, U_{1}, N_{2}, U_{2}\right)$ satisfies

$$
\left\{\begin{array}{l}
d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1)  \tag{3.23}\\
d U_{1}^{\prime \prime}+f_{1}\left(z(x)-U_{1}, \frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1) \\
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=0, x \in(0,1) \\
d U_{2}^{\prime \prime}+f_{2}\left(z-\left[(1-\sigma) U_{1}+\sigma U_{1}^{*}\right], \frac{U_{2}}{N_{2}}\right) N_{2} \\
\quad+h\left((1-\sigma) N_{1}+\sigma N_{1}^{*}\right)\left[(1-\sigma) U_{1}+\sigma U_{1}^{*}\right] N_{2}=0, x \in(0,1)
\end{array}\right.
$$

with the boundary conditions (3.2). Next, we show that $T(\sigma)$ has no fixed point on $\partial O_{\delta}^{+}\left(E_{1}\right) \cap$ $W$. Otherwise, it follows from the first and second equations of (3.23) that $\left(N_{1}, U_{1}\right)=\left(N_{1}^{*}, U_{1}^{*}\right)$, and hence $\left(N_{2}, U_{2}\right)$ satisfies (3.22). Similar arguments as before indicate that $\left(N_{2}, U_{2}\right) \equiv(0,0)$ when $\Lambda_{2}^{0} \neq 0$. Hence the only fixed point of $T(\sigma)$ on $\partial O_{\delta}^{+}\left(E_{1}\right)$ is $E_{1}$, a contradiction. On the other hand, it is easy to see that

$$
F(0)=T(0), \quad T(1)=T_{1} \times T_{2}
$$

where

$$
\begin{gathered}
T_{1}\left(N_{1}, U_{1}\right)=\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}\binom{\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}+M N_{1}}{f_{1}\left(z-U_{1}, \frac{U_{1}}{N_{1}}\right) N_{1}+M U_{1}}, \\
T_{2}\left(N_{2}, U_{2}\right)=\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}\binom{\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}+M N_{2}}{f_{2}\left(z-U_{1}^{*}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}^{*}\right) U_{1}^{*} N_{2}+M U_{2}},
\end{gathered}
$$

and $\left(T_{1} \times T_{2}\right)\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=\left(T_{1}\left(N_{1}, U_{1}\right), T_{2}\left(N_{2}, U_{2}\right)\right)$. Hence, by the homotopy invariance of topological degree and the product theorem for fixed points that

$$
\begin{aligned}
\operatorname{index}\left(F(0), E_{1}, W\right) & =\operatorname{index}\left(T(0), E_{1}, W\right)=\operatorname{index}\left(T(1), E_{1}, W\right) \\
& =\operatorname{index}\left(T_{1},\left(N_{1}^{*}, U_{1}^{*}\right), W_{1}\right) \cdot \operatorname{index}\left(T_{2},(0,0), W_{2}\right) .
\end{aligned}
$$

Next, we show that $\operatorname{index}\left(T_{1},\left(N_{1}^{*}, U_{1}^{*}\right), W_{1}\right)=1$. Let $\Lambda=2 \max \left\{1, \frac{1}{Q_{\min , 1}}\right\}\|z\|, P_{\Lambda}=$ $\left\{\left(N_{1}, U_{1}\right) \in W_{1}:\left\|N_{1}\right\|+\left\|U_{1}\right\| \leq \Lambda\right\}, \partial P_{\Lambda}=\left\{\left(N_{1}, U_{1}\right) \in W_{1}:\left\|N_{1}\right\|+\left\|U_{1}\right\|=\Lambda\right\}$. For $\lambda \geq 1$, $T_{1}\left(N_{1}, U_{1}\right)=\lambda\left(N_{1}, U_{1}\right)$ leads to

$$
\left\{\begin{array}{l}
d N_{1}^{\prime \prime}+\frac{1}{\lambda} \mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}=\left(1-\frac{1}{\lambda}\right) M N_{1} \geq 0, x \in(0,1), \\
d U_{1}^{\prime \prime}+\frac{1}{\lambda} f_{1}\left(z(x)-U_{1}, \frac{U_{1}}{N_{1}}\right) N_{1}=\left(1-\frac{1}{\lambda}\right) M U_{1} \geq 0, x \in(0,1),
\end{array}\right.
$$

with the usual boundary conditions. By the similar arguments as in the proof of Lemma 3.1, we can show that $\left\|N_{1}\right\|<\frac{\Lambda}{2},\left\|U_{1}\right\|<\frac{\Lambda}{2}$. Hence for $\lambda \geq 1, T_{1}\left(N_{1}, U_{1}\right)=\lambda\left(N_{1}, U_{1}\right)$ has no solution on $\partial P_{\Lambda}$. It follows from Lemma 2.2 that

$$
\operatorname{index}\left(T_{1}, P_{\Lambda}, W_{1}\right)=1
$$

Let $0<\delta_{0} \leq \frac{1}{2} \min _{[0,1]}\left\{N_{1}^{*}, U_{1}^{*}\right\}$. Observe that $\chi=2+\gamma-\gamma x^{2}>0$ on [ 0,1$]$. Hence, $\left(\chi, Q_{\min , 1} \chi\right) \in W_{1}$. Suppose that for $\lambda \geq 0$, the equation $\left(N_{1}, U_{1}\right)-T_{1}\left(N_{1}, U_{1}\right)=\lambda\left(\chi, Q_{\min , 1} \chi\right)$ has a solution $\left(N_{1}, U_{1}\right)$ on $\partial P_{\delta_{0}}$. Then we have

$$
\left\{\begin{array}{l}
d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}=\lambda\left(d \chi^{\prime \prime}-M \chi\right) \leq 0, x \in(0,1) \\
d U_{1}^{\prime \prime}+f_{1}\left(z(x)-U_{1}, \frac{U_{1}}{N_{1}}\right) N_{1}=\lambda Q_{\min , 1}\left(d \chi^{\prime \prime}-M \chi\right) \leq 0, x \in(0,1),
\end{array}\right.
$$

with the usual boundary conditions, which implies that $\left(N_{1}, U_{1}\right)$ is a super-solution of

$$
\left\{\begin{array}{l}
d \hat{N}_{1}^{\prime \prime}+\mu_{1}\left(\frac{\hat{U}_{1}}{\hat{N}_{1}}\right) \hat{N}_{1}=0, x \in(0,1), \\
d \hat{U}_{1}^{\prime \prime}+f_{1}\left(z(x)-\hat{U}_{1}, \frac{\hat{U}_{1}}{\hat{N}_{1}}\right) \hat{N}_{1}=0, x \in(0,1), \\
\hat{N}_{1}^{\prime}(0)=0, \hat{N}_{1}^{\prime}(1)+\gamma \hat{N}_{1}(1)=0, x \in(0,1) \\
\hat{U}_{1}^{\prime}(0)=0, \hat{U}_{1}^{\prime}(1)+\gamma \hat{U}_{1}(1)=0, x \in(0,1)
\end{array}\right.
$$

By the monotone method and the uniqueness of ( $N_{1}^{*}, U_{1}^{*}$ ), one can conclude that $\left(N_{1}, U_{1}\right) \geq$ $\left(N_{1}^{*}, U_{1}^{*}\right)$. This is a contradiction to $\left\|N_{1}\right\|+\left\|U_{1}\right\|=\delta_{0}$. Hence,

$$
\operatorname{index}\left(T_{1}, P_{\delta_{0}}, W_{1}\right)=0
$$

Since $\left(N_{1}^{*}, U_{1}^{*}\right)$ is the unique fixed point of $T_{1}$ in $P_{\Lambda} \backslash P_{\delta_{0}}$, we have

$$
\begin{aligned}
\operatorname{index}\left(T_{1},\left(N_{1}^{*}, U_{1}^{*}\right), W_{1}\right) & =\operatorname{index}\left(T_{1}, P_{\Lambda} \backslash P_{\delta_{0}}, W_{1}\right) \\
& =\operatorname{index}\left(T_{1}, P_{\Lambda}, W_{1}\right)-\operatorname{index}\left(T_{1}, P_{\delta_{0}}, W_{1}\right)=1
\end{aligned}
$$

Next, we claim that

$$
\operatorname{index}\left(T_{2},(0,0), W_{2}\right)= \begin{cases}1 & \text { provided } \Lambda_{2}^{0}<0 \\ 0 & \text { provided } \Lambda_{2}^{0}>0\end{cases}
$$

We first consider the case of $\Lambda_{2}^{0}<0$. Suppose that for $\lambda \geq 1, T_{2}\left(N_{2}, U_{2}\right)=\lambda\left(N_{2}, U_{2}\right)$ has a solution $\left(N_{2}, U_{2}\right)$ on $\partial O_{2}^{+}(0,0)$, where $O_{2}^{+}(0,0)$ is a small neighborhood of $(0,0)$ in $W_{2}$. Then we have

$$
\left\{\begin{array}{l}
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=\left(1-\frac{1}{\lambda}\right)\left(M+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}, x \in(0,1),\right. \\
d U_{2}^{\prime \prime}+f_{2}\left(z(x)-U_{1}^{*}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}^{*}\right) U_{1}^{*} N_{2} \\
\quad=\left(1-\frac{1}{\lambda}\right)\left(M U_{2}+f_{2}\left(z(x)-U_{1}^{*}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}^{*}\right) U_{1}^{*} N_{2}\right), x \in(0,1)
\end{array}\right.
$$

with the usual boundary conditions, which implies that

$$
\left\{\begin{array}{l}
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2} \geq 0, x \in(0,1) \\
d U_{2}^{\prime \prime}+f_{2}\left(z(x)-U_{1}^{*}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}^{*}\right) U_{1}^{*} N_{2} \geq 0, x \in(0,1)
\end{array}\right.
$$

Therefore, $\left(N_{2}, U_{2}\right)$ is a lower solution to the following cooperative parabolic system

$$
\left\{\begin{array}{l}
\frac{\partial \widetilde{N}_{2}}{\partial t}=d \frac{\partial^{2} \widetilde{N}_{2}}{\partial x^{2}}+\mu_{2}\left(\frac{\widetilde{U}_{2}}{N_{2}}\right) \widetilde{N}_{2}, x \in(0,1), t>0  \tag{3.24}\\
\frac{\partial \widetilde{U}_{2}}{\partial t}=d \frac{\partial^{2} \widetilde{U}_{2}}{\partial x^{2}}+f_{2}\left(z(x)-U_{1}^{*}, \widetilde{U}_{2}\right) \widetilde{N}_{2}+h\left(N_{1}^{*}\right) U_{1}^{*} \widetilde{N}_{2}, x \in(0,1), t>0, \\
\frac{\partial \widetilde{N}_{2}}{\partial x}(0, t)=0, \frac{\partial \widetilde{N}_{2}}{\partial x}(1, t)+\gamma \widetilde{N}_{2}(1, t)=0, t>0, \\
\frac{\partial \widetilde{U}_{2}}{\partial x}(0, t)=0, \frac{\partial \widetilde{U}_{2}}{\partial x}(1, t)+\gamma \widetilde{U}_{2}(1, t)=0, t>0, \\
\widetilde{N}_{2}(x, 0)=N_{2}(x), \quad \widetilde{U}_{2}(x, 0)=U_{2}(x), x \in[0,1] .
\end{array}\right.
$$

Meanwhile, observing that $\left(N_{2}, U_{2}\right) \in \partial O_{2}^{+}(0,0)$, there exists an $\alpha_{2}>0$ such that $\left(N_{2}, U_{2}\right) \leq$ $\left(\alpha_{2} \Phi_{2}, \alpha_{2} \Psi_{2}\right)$, where $\left(\Phi_{2}, \Psi_{2}\right)$ is the strongly positive eigenfunction associated with $\Lambda_{2}^{0}$. Let $\left(\hat{N}_{2}(x, t), \hat{U}_{2}(x, t)\right)=\left(\alpha_{2} e^{\Lambda_{2}^{0} t} \Phi_{2}, \alpha_{2} e^{\Lambda_{2}^{0} t} \Psi_{2}\right)$. Then it is easy to see that $\left(\hat{N}_{2}(x, t), \hat{U}_{2}(x, t)\right)$ is an upper solution to (3.24) based on $\Lambda_{2}^{0}<0$. It follows from the comparison principle for cooperative parabolic system that

$$
\left(N_{2}, U_{2}\right) \leq\left(\hat{N}_{2}(x, t), \hat{U}_{2}(x, t)\right)=\left(\alpha_{2} e^{\Lambda_{2}^{0} t} \Phi_{2}, \alpha_{2} e^{\Lambda_{2}^{0} t} \Psi_{2}\right)
$$

for all $x \in[0,1]$ and $t>0$. Letting $t \rightarrow \infty$ in the above inequality, and using $\Lambda_{2}^{0}<0$, we deduce that $\left(N_{2}, U_{2}\right)=(0,0)$ on [0,1], contradicting the fact $\left(N_{2}, U_{2}\right) \in \partial O_{2}^{+}(0,0)$.

Hence, $T_{2}\left(N_{2}, U_{2}\right)=\lambda\left(N_{2}, U_{2}\right)$ has no solution on $\partial O_{2}^{+}(0,0)$, and $\operatorname{index}\left(T_{2},(0,0), W_{2}\right)=1$ by Lemma 2.2(i).

In the case of $\Lambda_{2}^{0}>0$, let $\chi=2+\gamma-\gamma x^{2}$ on [0, 1]. Then $\left(\chi, Q_{\min , 2} \chi\right) \in W_{2}$. Suppose for $\lambda \geq 0,\left(N_{2}, U_{2}\right)-T_{2}\left(N_{2}, U_{2}\right)=\lambda\left(\chi, Q_{\min , 2} \chi\right)$ has a solution $\left(N_{2}, U_{2}\right)$ on $\partial O_{2}^{+}(0,0)$. Then we have

$$
\left\{\begin{array}{l}
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=\lambda\left(d \chi^{\prime \prime}-M \chi\right) \leq 0, x \in(0,1), \\
d U_{2}^{\prime \prime}+f_{2}\left(z(x)-U_{1}^{*}, \frac{U_{2}}{N_{2}}\right) N_{2}+h\left(N_{1}^{*}\right) U_{1}^{*} N_{2}=\lambda Q_{\min , 2}\left(d \chi^{\prime \prime}-M \chi\right) \leq 0, x \in(0,1)
\end{array}\right.
$$

with the usual boundary conditions, which implies $\left(N_{2}, U_{2}\right)$ is a upper solution of (3.24). Meanwhile, observing that $\left(N_{2}, U_{2}\right) \in \partial O_{2}^{+}(0,0)$, there exists an $\epsilon>0$ such that $\left(N_{2}, U_{2}\right) \geq$ $\epsilon\left(\Phi_{2}, \Psi_{2}\right)$. In view of $\Lambda_{2}^{0}>0$, it is easy to check that $\left(\epsilon e^{\Lambda_{2}^{0} t} \Phi_{2}, \epsilon e^{\Lambda_{2}^{0} t} \Psi_{2}\right)$ is a lower solution of (3.24). It follows from the comparison principle for cooperative parabolic system that

$$
\left(N_{2}, U_{2}\right) \geq\left(\epsilon e^{\Lambda_{2}^{0} t} \Phi_{2}, \epsilon e^{\Lambda_{2}^{0} t} \Psi_{2}\right)
$$

for all $x \in[0,1]$ and $t>0$. Letting $t \rightarrow \infty$ in the above inequality, and using $\Lambda_{2}^{0}>0$, we deduce that $\left(N_{2}, U_{2}\right)$ is unbounded. This contradicts the fact $\left(N_{2}, U_{2}\right) \in \partial O_{2}^{+}(0,0)$. Hence, for $\lambda \geq 0$, $\left(N_{2}, U_{2}\right)-T_{2}\left(N_{2}, U_{2}\right)=\lambda\left(\chi, Q_{\min , 2 \chi}\right)$ has no solution on $\partial O_{2}^{+}(0,0)$ when $\Lambda_{2}^{0}>0$. It follows from Lemma 2.2(ii) that $\operatorname{index}\left(T_{2},(0,0), W_{2}\right)=0$ when $\Lambda_{2}^{0}>0$.

Combining the above results, we obtain

$$
\begin{aligned}
\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{1}\right), W\right) & =\operatorname{index}\left(F(0), O_{\delta}^{+}\left(E_{1}\right), W\right)=\operatorname{index}\left(F(0), E_{1}, W\right) \\
& =\operatorname{index}\left(T(1), E_{1}, W\right) \\
& =\operatorname{index}\left(T_{1},\left(N_{1}^{*}, U_{1}^{*}\right), W_{1}\right) \cdot \operatorname{index}\left(T_{2},(0,0), W_{2}\right) \\
& = \begin{cases}1 & \text { provided } \Lambda_{2}^{0}<0, \\
0 & \text { provided } \Lambda_{2}^{0}>0 .\end{cases}
\end{aligned}
$$

Lemma 3.6. Suppose $0<d<d_{0,2}$. Then for $\delta>0$ small enough

$$
\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{2}\right), W\right)= \begin{cases}1 & \text { if } \\ 0 & \Lambda_{1}^{0}<0, \\ 0 & \text { if } \\ \Lambda_{1}^{0}>0,\end{cases}
$$

where $O_{\delta}^{+}\left(E_{2}\right)=\left\{\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in W:\left\|N_{1}\right\|+\left\|U_{1}\right\|+\left\|N_{2}-N_{2}^{*}\right\|+\left\|U_{2}-U_{2}^{*}\right\|<\delta\right\}$.
Proof. For $\tau \in[0,1]$, define

$$
\widetilde{F}(\tau)\left(\begin{array}{l}
N_{1} \\
U_{1} \\
N_{2} \\
U_{2}
\end{array}\right)=\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}\left(\begin{array}{l}
\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}-\tau g\left(N_{1}\right) N_{2}+M N_{1} \\
f_{1}\left(z(x)-\tau U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}-\tau h\left(N_{1}\right) U_{1} N_{2}+M N_{2} \\
\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}+M U_{1} \\
f_{2}\left(z(x)-\tau U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+\tau h\left(N_{1}\right) U_{1} N_{2}+M U_{2}
\end{array}\right)
$$

where $M$ is large enough such that (3.15) holds for all $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \Omega$. At first, we claim that $\widetilde{F}(\tau)$ has no fixed point on $\partial O_{\delta}^{+}\left(E_{2}\right)$ if $\Lambda_{1}^{0} \neq 0$. Here $\partial O_{\delta}^{+}\left(E_{2}\right)=\left\{\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in\right.$
$\left.W:\left\|N_{1}\right\|+\left\|U_{1}\right\|+\underset{\sim}{\|} N_{2}-N_{2}^{*}\|+\| U_{2}-U_{2}^{*} \|=\delta\right\}$. Otherwise, there exists $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in$ $\partial O_{\delta}^{+}\left(E_{2}\right)$ such that $\widetilde{F}(\tau)\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=\left(N_{1}, U_{1}, N_{2}, U_{2}\right)$, which leads to

$$
\left\{\begin{array}{l}
d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}-\tau g\left(N_{1}\right) N_{2}=0, x \in(0,1),  \tag{3.25}\\
d U_{1}^{\prime \prime}+f_{1}\left(z(x)-\tau U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}-\tau h\left(N_{1}\right) U_{1} N_{2}=0, x \in(0,1), \\
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=0, x \in(0,1), \\
d U_{2}^{\prime \prime}+f_{2}\left(z(x)-\tau U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+\tau h\left(N_{1}\right) U_{1} N_{2}=0, x \in(0,1)
\end{array}\right.
$$

with the boundary conditions (3.2).
For $\tau=0$, we can find that $\left(N_{2}, U_{2}\right)=\left(N_{2}^{*}, U_{2}^{*}\right)$ based on $0<d<d_{0,2}$, and $\left(N_{1}, U_{1}\right) \in W_{1}$ satisfies

$$
\left\{\begin{array}{l}
d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1) \\
d U_{1}^{\prime \prime}+f_{1}\left(z(x)-U_{2}^{*}, \frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1)
\end{array}\right.
$$

with the usual boundary conditions, which implies $\Lambda_{1}^{0}=0$, a contradiction to $\Lambda_{1}^{0} \neq 0$.
For $\tau>0$, in view of $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \partial O_{\delta}^{+}\left(E_{2}\right)$, we get

$$
\begin{equation*}
0 \leq N_{1} \leq \delta, 0 \leq U_{1} \leq \delta, N_{2}^{*}-\delta \leq N_{2} \leq N_{2}^{*}+\delta, U_{2}^{*}-\delta \leq U_{2} \leq U_{2}^{*}+\delta \tag{3.26}
\end{equation*}
$$

Thus it follows from (3.25) that

$$
\begin{aligned}
& d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1} \geq 0, x \in(0,1) \\
& d U_{1}^{\prime \prime}+f_{1}\left(z(x)+\delta-U_{2}^{*}, \frac{U_{1}}{N_{1}}\right) N_{1} \geq 0, x \in(0,1)
\end{aligned}
$$

with the usual boundary conditions. Hence, $\left(N_{1}, U_{1}\right)$ is a lower solution to the following cooperative parabolic system

$$
\left\{\begin{array}{l}
\frac{\partial \hat{N}_{1}}{\partial t}=d \frac{\partial^{2} \hat{N}_{1}}{\partial x^{2}}+\mu 1\left(\frac{\hat{U}_{1}}{\hat{N}_{1}}\right) \hat{N}_{1}, x \in(0,1), t>0,  \tag{3.27}\\
\frac{\partial \hat{U}_{1}}{\partial t}=d \frac{\partial^{2} \hat{U}_{1}}{\partial x^{2}}+f_{1}\left(z(x)+\delta-U_{2}^{*}, \frac{\hat{U}_{1}}{\hat{N}_{1}}\right) \hat{N}_{1}, x \in(0,1), t>0, \\
\frac{\partial \hat{N}_{1}}{\partial x}(0, t)=0, \frac{\partial \hat{N}_{1}}{\partial x}(1, t)+\gamma \hat{N}_{1}(1, t)=0, t>0, \\
\frac{\partial \hat{U}_{1}}{\partial x}(0, t)=0, \frac{\partial \hat{U}_{1}}{\partial x}(1, t)+\gamma \hat{U}_{1}(1, t)=0, t>0, \\
\hat{N}_{1}(x, 0)=N_{1}(x), \quad \hat{U}_{1}(x, 0)=U_{1}(x), x \in[0,1]
\end{array}\right.
$$

If $\Lambda_{1}^{0}<0$, by choosing $\delta$ small enough, we have $\Lambda_{1}^{\delta}<0$, where $\Lambda_{1}^{\delta}$ is the principal eigenvalue of the following eigenvalue problem with the corresponding strongly positive eigenfunction $\left(\Phi_{1}^{\delta}, \Psi_{1}^{\delta}\right)$

$$
\left\{\begin{array}{l}
\Lambda_{1}^{\delta} \Phi_{1}^{\delta}=d \Phi_{1 x x}^{\delta}+\mu_{1}\left(\frac{\Psi_{1}^{\delta}}{\Phi_{1}^{\delta}}\right) \Phi_{1}^{\delta}, x \in(0,1), \\
\Lambda_{1}^{\delta} \Psi_{1}^{\delta}=d \Psi_{1 x x}^{\delta}+f_{1}\left(z+\delta-U_{2}^{*}, \frac{\Psi_{1}^{\delta}}{\Phi_{1}^{\delta}}\right) \Phi_{1}^{\delta}, x \in(0,1), \\
\Phi_{1 x}^{\delta}(0)=\Phi_{1 x}^{\delta}(1)+\gamma \Phi_{1}^{\delta}(1)=0, \Psi_{1 x}^{\delta}(0)=\Psi_{1 x}^{\delta}(1)+\gamma \Psi_{1}^{\delta}(1)=0
\end{array}\right.
$$

In view of (3.26), there exists an $\alpha_{1}>0$ such that $\left(N_{1}, U_{1}\right) \leq\left(\alpha_{1} \Phi_{1}^{\delta}, \alpha_{1} \Psi_{1}^{\delta}\right)$. Let $\left(\hat{N}_{1}(x, t)\right.$, $\left.\hat{U}_{1}(x, t)\right)=\left(\alpha_{1} e^{\Lambda_{1}^{\delta} t} \Phi_{1}^{\delta}, \alpha_{1} e^{\Lambda_{1}^{\delta} t} \Psi_{1}^{\delta}\right)$. Then it is easy to see that $\left(\hat{N}_{1}(x, t), \hat{U}_{1}(x, t)\right)$ is an upper solution to (3.27). It follows from the comparison principle for cooperative parabolic system that

$$
\left(N_{1}, U_{1}\right) \leq\left(\hat{N}_{1}(x, t), \hat{U}_{1}(x, t)\right)=\left(\alpha_{1} e^{\Lambda_{1}^{\delta} t} \Phi_{1}^{\delta}, \alpha_{1} e^{\Lambda_{1}^{\delta} t} \Psi_{1}^{\delta}\right)
$$

for all $x \in[0,1]$ and $t>0$. Since $\Lambda_{1}^{0}<0$, we immediately deduce that $\left(N_{1}, U_{1}\right)=(0,0)$ on [0, 1] after we let $t \rightarrow \infty$ in the above inequality. It follows from (3.25) that $\left(N_{2}, U_{2}\right)=\left(N_{2}^{*}, U_{2}^{*}\right)$ based on $0<d<d_{0,2}$. That is, $\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=E_{2}$, a contradiction to $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in$ $\partial O_{\delta}^{+}\left(E_{2}\right)$.

If $\Lambda_{1}^{0}>0$, then there exists $\rho_{1}>0$ small such that $\widetilde{\Lambda}_{1}^{\rho}>0$ for all $\rho \in\left[0, \rho_{1}\right)$, where $\widetilde{\Lambda}_{1}^{\rho}$ is the principal eigenvalue of the following eigenvalue problem with the corresponding strongly positive eigenfunction $\left(\widetilde{\Phi}_{1}^{\rho}, \widetilde{\Psi}_{1}^{\rho}\right)$ :

$$
\left\{\begin{array}{l}
\widetilde{\Lambda}_{1}^{\rho} \widetilde{\Phi}_{1}^{\rho}=d \widetilde{\Phi}_{1 x x}^{\delta}+\mu_{1}\left(\frac{\widetilde{\Psi}_{1}^{\rho}}{\Phi_{1}^{\rho}} \widetilde{\Phi}_{1}^{\rho}-\rho \widetilde{\Phi}_{1}^{\rho}, x \in(0,1),\right. \\
\widetilde{\Lambda}_{1}^{\rho} \widetilde{\Psi}_{1}^{\rho}=d \widetilde{\Psi}_{1 x x}^{\delta}+\left(f_{1}\left(z-U_{2}^{*}, \frac{\widetilde{\Psi}_{1}^{\rho}}{\Phi_{1}^{\rho}}\right)-\rho\right) \widetilde{\Phi}_{1}^{\rho}-\rho \widetilde{\Psi}_{1}^{\rho}, x \in(0,1), \\
\widetilde{\Phi}_{1 x}^{\rho}(0)=\widetilde{\Phi}_{1 x}^{\rho}(1)+\gamma \widetilde{\Phi}_{1}^{\rho}(1)=0, \widetilde{\Psi}_{1 x}^{\rho}(0)=\widetilde{\Psi}_{1 x}^{\rho}(1)+\gamma \widetilde{\Psi}_{1}^{\rho}(1)=0
\end{array}\right.
$$

Consider the following cooperative system

$$
\left\{\begin{array}{l}
d \widetilde{N}_{1}^{\prime \prime}+\left(\mu_{1}\left(\frac{\widetilde{U}_{1}}{N_{1}}\right)-\rho\right) \widetilde{N}_{1}=0, x \in(0,1),  \tag{3.28}\\
d \widetilde{U}_{1}^{\prime \prime}+\left(f_{1}\left(z(x)-U_{2}^{*}-\widetilde{U}_{1}, \frac{\widetilde{U}_{1}}{N_{1}}\right)-\rho\right) \widetilde{N}_{1}-\rho \widetilde{U}_{1}=0, x \in(0,1)
\end{array}\right.
$$

with the usual boundary conditions. Noting that $\widetilde{\Lambda}_{1}^{\rho}>0$, for $\epsilon_{1}>0$ small, it is easy to check that $\left(\epsilon_{1} \widetilde{\Phi}_{1}^{\rho}, \epsilon_{1} \widetilde{\Psi}_{1}^{\rho}\right)$ is a lower solution of (3.28). Furthermore, by similar arguments as in Lemma 2.1, one can conclude that (3.28) has a unique positive solution ( $\widetilde{N}_{1, \rho}, \widetilde{U}_{1, \rho}$ ). Moreover, $\left(\widetilde{N}_{1, \rho}, \widetilde{U}_{1, \rho}\right) \rightarrow\left(N_{1}^{*}, U_{1}^{*}\right)$ as $\rho \rightarrow 0$ by standard elliptic regularity theory. Hence, by further choosing $\rho>0$ small, we have $\left(\widetilde{N}_{1, \rho}, \widetilde{U}_{1, \rho}\right)>\frac{1}{2}\left(N_{1}^{*}, U_{1}^{*}\right)$ on $[0,1]$.

In view of (3.26), we conclude that for $\rho>0$ given above, there exists $\delta_{0}>0$ small such that

$$
\begin{aligned}
& g\left(N_{1}\right) N_{2}=h\left(N_{1}\right) N_{2} \cdot N_{1} \leq \rho N_{1}, \\
& h\left(N_{1}\right) U_{1} N_{2}=h\left(N_{1}\right) N_{2} \cdot U_{1} \leq \rho U_{1}, \\
& f_{1}\left(z-\tau U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right)>f_{1}\left(z-U_{2}^{*}-\tau U_{1}, \frac{U_{1}}{N_{1}}\right)-\rho
\end{aligned}
$$

and

$$
\begin{equation*}
\left(N_{1}, U_{1}\right)<\frac{1}{2}\left(N_{1}^{*}, U_{1}^{*}\right) \tag{3.29}
\end{equation*}
$$

hold for all $\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \in \partial O_{\delta}^{+}\left(E_{2}\right)$ and $\delta \in\left(0, \delta_{0}\right]$. It follows from (3.25) that

$$
\begin{aligned}
& d N_{1}^{\prime \prime}+\left(\mu_{1}\left(\frac{U_{1}}{N_{1}}\right)-\rho\right) N_{1} \leq 0, x \in(0,1) \\
& d U_{1}^{\prime \prime}+\left(f_{1}\left(z(x)-U_{2}^{*}-\tau U_{1}, \frac{U_{1}}{N_{1}}\right)-\rho\right) N_{1}-\rho U_{1} \leq 0, x \in(0,1)
\end{aligned}
$$

with the usual boundary conditions. Hence, $\left(\tau N_{1}, \tau U_{1}\right)$ is an upper solution to (3.28). Recall that $\left(\epsilon_{1} \widetilde{\Phi}_{1}^{\rho}, \epsilon_{1} \widetilde{\Psi}_{1}^{\rho}\right)$ is a lower solution of (3.28). It follows from the monotone method and the uniqueness of positive solutions to (3.28) that $\left(\tau N_{1}, \tau U_{1}\right) \geq\left(\widetilde{N}_{1, \rho}, \widetilde{U}_{1, \rho}\right)$. Hence, $\left(\tau N_{1}, \tau U_{1}\right)>$ $\frac{1}{2}\left(N_{1}^{*}, U_{1}^{*}\right)$, which contradicts (3.29). Therefore, $\widetilde{F}(\tau)$ has no fixed point on $\partial O_{\delta}^{+}\left(E_{2}\right)$ if $\Lambda_{1}^{0} \neq 0$.

By the homotopy invariance of topological degree that

$$
\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{2}\right), W\right)=\operatorname{index}\left(\widetilde{F}(1), O_{\delta}^{+}\left(E_{2}\right), W\right)=\operatorname{index}\left(\widetilde{F}(0), O_{\delta}^{+}\left(E_{2}\right), W\right)
$$

where

$$
\widetilde{F}(0)\left(\begin{array}{l}
N_{1} \\
U_{1} \\
N_{2} \\
U_{2}
\end{array}\right)=\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}\left(\begin{array}{l}
\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}+M N_{1} \\
f_{1}\left(z(x)-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}+M U_{1} \\
\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}+M N_{2} \\
f_{2}\left(z(x)-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+M U_{2}
\end{array}\right) .
$$

It remains to calculate $\operatorname{index}\left(\widetilde{F}(0), O_{\delta}^{+}\left(E_{2}\right), W\right)$. To this end, we first work out the fixed points $\left(N_{1}, U_{1}, N_{2}, U_{2}\right)$ of $\widetilde{F}(0)$. Suppose $\left(N_{1}, U_{1}, N_{2}, U_{2}\right)$ is a fixed point of $\widetilde{F}(0)$ in $O_{\delta}^{+}\left(E_{2}\right)$. Then $N_{1} \geq 0, U_{1} \geq 0, N_{2}>0, U_{2}>0, Q_{\min , 1} \leq \frac{U_{1}}{N_{1}} \leq Q_{1}^{*}, Q_{\min , 2} \leq \frac{U_{2}}{N_{2}} \leq Q_{2}^{* *}$ and

$$
\left\{\begin{array}{l}
d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1), \\
d U_{1}^{\prime \prime}+f_{1}\left(z(x)-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1), \\
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=0, x \in(0,1) \\
d U_{2}^{\prime \prime}+f_{2}\left(z(x)-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}=0, x \in(0,1)
\end{array}\right.
$$

with the boundary conditions (3.2). It is easy to see that $\left(N_{2}, U_{2}\right)=\left(N_{2}^{*}, U_{2}^{*}\right)$ based on $0<d<$ $d_{0,2}$, and $\left(N_{1}, U_{1}\right) \in W_{1}$ satisfies

$$
\left\{\begin{array}{l}
d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1),  \tag{3.30}\\
d U_{1}^{\prime \prime}+f_{1}\left(z(x)-U_{2}^{*}, \frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1)
\end{array}\right.
$$

with the usual boundary conditions. Similar arguments as before implies that $\left(N_{1}, U_{1}\right)=(0,0)$ when $\Lambda_{1}^{0} \neq 0$. That is, $E_{2}$ is the unique fixed point of $\widetilde{F}(0)$ in $O_{\delta}^{+}\left(E_{2}\right)$, and

$$
\operatorname{index}\left(\widetilde{F}(0), O_{\delta}^{+}\left(E_{2}\right), W\right)=\operatorname{index}\left(\widetilde{F}(0), E_{2}, W\right)
$$

For $\sigma \in[0,1]$, let $\widetilde{T}(\sigma)$ be defined by

$$
\widetilde{T}(\sigma)\left(\begin{array}{l}
N_{1} \\
U_{1} \\
N_{2} \\
U_{2}
\end{array}\right)=\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}\left(\begin{array}{l}
\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}+M N_{1} \\
f_{1}\left(z-\left[(1-\sigma) U_{2}+\sigma U_{2}^{*}\right], \frac{U_{1}}{N_{1}}\right) N_{1}+M U_{1} \\
\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}+M N_{2} \\
f_{2}\left(z-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+M U_{2}
\end{array}\right)
$$

Then $\widetilde{T}(\sigma)\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=\left(N_{1}, U_{1}, N_{2}, U_{2}\right)$ satisfies

$$
\left\{\begin{array}{l}
d N_{1}^{\prime \prime}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1)  \tag{3.31}\\
d U_{1}^{\prime \prime}+f_{1}\left(z(x)-\left[(1-\sigma) U_{2}+\sigma U_{2}^{*}\right], \frac{U_{1}}{N_{1}}\right) N_{1}=0, x \in(0,1), \\
d N_{2}^{\prime \prime}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}=0, x \in(0,1) \\
d U_{2}^{\prime \prime}+f_{2}\left(z-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}=0, x \in(0,1)
\end{array}\right.
$$

with the boundary conditions (3.2). First, we show that $\widetilde{T}(\sigma)$ has no fixed point on $\partial O_{\delta}^{+}\left(E_{2}\right)$. Otherwise, it follows from the last two equations of (3.31) that $\left(N_{2}, U_{2}\right)=\left(N_{2}^{*}, U_{2}^{*}\right)$, and hence $\left(N_{1}, U_{1}\right)$ satisfies (3.30). Similar arguments as before indicate that $\left(N_{1}, U_{1}\right) \equiv(0,0)$ when $\Lambda_{1}^{0} \neq$ 0 . Hence the only fixed point of $\widetilde{T}(\sigma)$ on $\partial O_{\delta}^{+}\left(E_{2}\right)$ is $E_{2}$, a contradiction. On the other hand, it is easy to see that

$$
\widetilde{F}(0)=\widetilde{T}(0), \quad \widetilde{T}(1)=\widetilde{T}_{1} \times \widetilde{T}_{2}
$$

where

$$
\begin{aligned}
& \widetilde{T}_{1}\left(N_{1}, U_{1}\right)=\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}\binom{\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}+M N_{1}}{f_{1}\left(z-U_{2}^{*}, \frac{U_{1}}{N_{1}}\right) N_{1}+M U_{1}}, \\
& \widetilde{T}_{2}\left(N_{2}, U_{2}\right)=\left(-d \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+M\right)^{-1}\binom{\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}+M N_{2}}{f_{2}\left(z-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}+M U_{2}},
\end{aligned}
$$

and $\left(\widetilde{T}_{1} \times \widetilde{T}_{2}\right)\left(N_{1}, U_{1}, N_{2}, U_{2}\right)=\left(\widetilde{T}_{1}\left(N_{1}, U_{1}\right), \widetilde{T}_{2}\left(N_{2}, U_{2}\right)\right)$. Hence, by the homotopy invariance of topological degree and the product theorem for fixed points that

$$
\begin{aligned}
\operatorname{index}\left(\widetilde{F}(0), E_{2}, W\right) & =\operatorname{index}\left(\widetilde{\widetilde{T}}(0), E_{2}, W\right)=\operatorname{index}\left(\widetilde{T}(1), E_{2}, W\right) \\
& =\operatorname{index}\left(\widetilde{T}_{1},(0,0), W_{1}\right) \cdot \operatorname{index}\left(\widetilde{T}_{2},\left(N_{2}^{*}, U_{2}^{*}\right), W_{2}\right) .
\end{aligned}
$$

By similar arguments as in Lemma 3.5, we can show index $\left(\widetilde{T}_{2},\left(N_{2}^{*}, U_{2}^{*}\right), W_{2}\right)=1$, and

$$
\operatorname{index}\left(\widetilde{T}_{1},(0,0), W_{1}\right)= \begin{cases}1 & \text { provided } \Lambda_{1}^{0}<0 \\ 0 & \text { provided } \Lambda_{1}^{0}>0\end{cases}
$$

In summary, we obtain

$$
\begin{aligned}
\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{2}\right), W\right) & =\operatorname{index}\left(\widetilde{F}(0), O_{\delta}^{+}\left(E_{2}\right), W\right)=\operatorname{index}\left(\widetilde{T}(1), O_{\delta}^{+}\left(E_{2}\right), W\right) \\
& =\operatorname{index}\left(\widetilde{T}_{1},(0,0), W_{1}\right) \cdot \operatorname{index}\left(\widetilde{T}_{2},\left(N_{2}^{*}, U_{2}^{*}\right), W_{2}\right) \\
& = \begin{cases}1 & \text { provided } \Lambda_{1}^{0}<0, \\
0 & \text { provided } \Lambda_{1}^{0}>0 .\end{cases}
\end{aligned}
$$

Theorem 3.1. Suppose $0<d<\min \left\{d_{0,1}, d_{0,2}\right\}$. Then the steady state system (3.1)-(3.2) has positive solution if $\Lambda_{1}^{0}<0, \Lambda_{2}^{0}<0$ or $\Lambda_{1}^{0}>0, \Lambda_{2}^{0}>0$.

Proof. It follows from Lemma 3.1 that ( $N_{1}, U_{1}, N_{2}, U_{2}$ ) is a positive solution to system (3.1)-(3.2) if and only if it is a fixed point of the operator $F$ in $\dot{\Omega}$. Assume that $F$ has no fixed point in $\dot{\Omega}$. Then $F$ has only a trivial solution $E_{0}$ and two semi-trivial solutions $E_{1}(x)$ and $E_{2}(x)$. It follows from the additivity of the fixed point index that

$$
\begin{aligned}
\operatorname{index}(F, \dot{\Omega}, W)= & \operatorname{index}\left(F, W_{\delta}\left(E_{0}\right), W\right) \\
& +\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{1}\right), W\right)+\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{2}\right), W\right)
\end{aligned}
$$

If $\Lambda_{1}^{0}<0, \Lambda_{2}^{0}<0$, it follows from Lemmas 3.3, 3.4, 3.5 and 3.6 that

$$
\operatorname{index}\left(F, W_{\delta}\left(E_{0}\right), W\right)+\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{1}\right), W\right)+\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{2}\right), W\right)=2
$$

which contradicts index $(F, \dot{\Omega}, W)=1$.
If $\Lambda_{1}^{0}>0, \Lambda_{2}^{0}>0$, it follows from Lemmas 3.3, 3.4, 3.5 and 3.6 that

$$
\operatorname{index}\left(F, W_{\delta}\left(E_{0}\right), W\right)+\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{1}\right), W\right)+\operatorname{index}\left(F, O_{\delta}^{+}\left(E_{2}\right), W\right)=0
$$

This also contradicts index $(F, \dot{\Omega}, W)=1$, which implies the conclusion holds.

## 4. Discussion

In this paper, we focus on the investigation of the existence of positive steady-state solutions of system (1.5)-(1.7) (or (1.8)-(1.10)) describing the interactions of an intraguild predator (Ochromonas) and an intraguild prey (Microcystis) when grown in ammonium. System (1.5)-(1.7) was extended from the ordinary differential equation (1.1) in [20] by incorporating the spatial factors. As pointed out in the previous works [7-9], the main difficulties in mathematical analysis of system (1.5)-(1.7) are caused by the singularity in the ratios $U_{1} / N_{1}$ and $U_{2} / N_{2}$ at the trivial or semitrivial steady states with $\left(U_{1}, N_{1}\right)=(0,0)$ or $\left(U_{2}, N_{2}\right)=(0,0)$. Thus, standard technique such as linearization can not be applied here.

Instead of doing linearization around semitrivial steady states of system (1.5)-(1.7), the authors in [11] directly used the following cooperative systems

$$
\left\{\begin{array}{l}
\frac{\partial N_{1}}{\partial t}=d \frac{\partial^{2} N_{1}}{\partial x^{2}}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}, x \in(0,1), t>0  \tag{4.1}\\
\frac{\partial U_{1}}{\partial t}=d \frac{\partial^{2} U_{1}}{\partial x^{2}}+f_{1}\left(z(x)-U_{2}^{*}(x), \frac{U_{1}}{N_{1}}\right) N_{1}, x \in(0,1), t>0 \\
\frac{\partial w}{\partial x}(0, t)=\frac{\partial w}{\partial x}(1, t)+\gamma w(1, t)=0, t>0, w=N_{1}, U_{1}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\frac{\partial N_{2}}{\partial t}=d \frac{\partial^{2} N_{2}}{\partial x^{2}}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}, x \in(0,1), t>0  \tag{4.2}\\
\frac{\partial U_{2}}{\partial t}=d \frac{\partial^{2} U_{2}}{\partial x^{2}}+f_{2}\left(z(x)-U_{1}^{*}(x), \frac{U_{2}}{N_{2}}\right) N_{2} \\
\quad \quad+h\left(N_{1}^{*}(x)\right) U_{1}^{*}(x) N_{2}, x \in(0,1), t>0 \\
\frac{\partial w}{\partial x}(0, t)=\frac{\partial w}{\partial x}(1, t)+\gamma w(1, t)=0, t>0, w=N_{2}, U_{2}
\end{array}\right.
$$

to determine the conditions such that two semitrivial steady states are "uniform weak repellers", respectively (see also [8]). Note that the nonlinear eigenvalue problem (3.19) (resp. (3.20)) comes from system (4.1) (resp. (4.2)) and admits the principal eigenvalue $\Lambda_{1}^{0}$ (resp. $\Lambda_{2}^{0}$ ). Such kinds of nonlinear eigenvalue problems were also studied in [8]. Under the condition $0<d<\min \left\{d_{0,1}, d_{0,2}\right\}$, we see that both of the semitrivial steady-state solutions exist, that is, each species can survive alone in the absence of its competitor. Then the authors in [11] established the existence of a (robust) coexistence steady state of system (1.5)-(1.7) by applying
the theory of uniform persistence, provided that $\Lambda_{1}^{0}>0$ and $\Lambda_{2}^{0}>0$, which corresponds to the case where both of the semitrivial steady-state solutions are uniform weak repellers. Under the condition $0<d_{0,2}<d<d_{0,1}$, we see that the semi-trivial solution $E_{1}(x)$ exists but $E_{2}(x)$ does not exist. This means the intraguild prey can survive in the absence of predator, but the intraguild predator can not survive in the absence of prey. Then another interesting case of coexistence for system (1.5)-(1.7) can also occur when $E_{1}(x)$ is a uniform weak repeller (i.e. $\Lambda_{2}^{0}>0$ ). We note that this case is also included in [11], and it can be established by the theory of uniform persistence.

Ecologically, we also expect another case that if both of the semitrivial steady-state solutions exist (i.e. $0<d<\min \left\{d_{0,1}, d_{0,2}\right\}$ ) and neither of the semitrivial steady states can be invaded, then positive steady-state solutions of system (1.5)-(1.7) can also exist. By using the theory of the fixed point index in cones, we proved our main results in Theorem 3.1 of this paper, where we showed that a positive steady state solution (should be unstable) of system (1.5)-(1.7) exists if $\Lambda_{1}^{0}<0$ and $\Lambda_{2}^{0}<0$, which usually corresponds to the case where both of the semitrivial steady-state solutions are locally asymptotically stable. In the Appendix section, we will rigorously show that the semi-trivial solution $E_{2}(x)$ (resp. $E_{1}(x)$ ) is locally asymptotically stable for system (1.8)-(1.10) if $\Lambda_{1}^{0}<0$ (resp. $\Lambda_{2}^{0}<0$ ). Thus, this study may answer the possibility of bistability for system (1.5)-(1.7).

The sharp a priori estimates for nonnegative solutions of the system (3.1)-(3.2) assure that any nonnegative solution of (3.1)-(3.2) belongs to the special cone $W$. Thus we only need to search positive solutions of (3.1)-(3.2) in this special cone $W$. The selection of this special cone ensures the existence of $M$ satisfying (3.15), and guarantees $F(\Omega) \subset W$, which enables us to apply the topological fixed point theorems in the cone $W$ (see Lemma 2.2) to establish the existence of positive solutions to (3.1)-(3.2).

## 5. Appendix

In this section, we shall prove that the semi-trivial solution $E_{2}(x)$ (resp. $E_{1}(x)$ ) is locally asymptotically stable for system (1.8)-(1.10) if $\Lambda_{1}^{0}<0$ (resp. $\Lambda_{2}^{0}<0$ ).

Proposition 5.1. Suppose $0<d<d_{0,2}$. Then the semi-trivial solution $E_{2}(x)=\left(0,0, N_{2}^{*}(x)\right.$, $\left.U_{2}^{*}(x)\right)$ is locally asymptotically stable if $\Lambda_{1}^{0}<0$.

Proof. Recall that $\mathcal{D}:=C^{0}\left([0,1], \mathbb{R}_{+}^{2}\right)$ and $\geq_{\mathcal{D}}$ is the partial order in $C^{0}\left([0,1], \mathbb{R}^{2}\right)$. Let the cone $\mathbf{K}:=\mathcal{D} \times(-\mathcal{D})$. Then $\mathbf{K}$ generates a partial order on $C^{0}\left([0,1], \mathbb{R}^{4}\right)$ as follows

$$
\left(N_{1}, U_{1}, N_{2}, U_{2}\right) \leq_{\mathbf{K}}\left(\tilde{N}_{1}, \tilde{U}_{1}, \tilde{N}_{2}, \tilde{U}_{2}\right) \Leftrightarrow\left(N_{1}, U_{1}\right) \leq_{\mathcal{D}}\left(\tilde{N}_{1}, \tilde{U}_{1}\right) \text { and }\left(N_{2}, U_{2}\right) \geq_{\mathcal{D}}\left(\tilde{N}_{2}, \tilde{U}_{2}\right)
$$

For $\delta>0$, we assume that $\left(N_{1}(x, t), U_{1}(x, t), N_{2}(x, t), U_{2}(x, t)\right)$ is a solution of (1.8)-(1.9) with initial condition

$$
\left(N_{1}(x, 0), U_{1}(x, 0), N_{2}(x, 0), U_{2}(x, 0)\right)=\left(N_{1}^{0}(x), U_{1}^{0}(x), N_{2}^{0}(x), U_{2}^{0}(x)\right) \in O_{\delta}^{+}\left(E_{2}\right)
$$

Then $\left(N_{1}(x, t), U_{1}(x, t), N_{2}(x, t), U_{2}(x, t)\right) \geq 0$ for all $t>0$ and $x \in[0,1]$. Moreover, it is easy to see that

$$
\begin{cases}\frac{\partial N_{1}}{\partial t} \leq d \frac{\partial^{2} N_{1}}{\partial x^{2}}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}, & t>0, x \in(0,1),  \tag{5.1}\\ \frac{\partial U_{1}}{\partial t} \leq d \frac{\partial^{2} U_{1}}{\partial x^{2}}+f_{1}\left(z(x)-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1}, & t>0, x \in(0,1), \\ \frac{\partial N_{2}}{\partial t} \geq d \frac{\partial^{2} N_{2}}{\partial x^{2}}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}, & t>0, x \in(0,1), \\ \frac{\partial U_{2}}{\partial t} \geq d \frac{\partial^{2} U_{2}}{\partial x^{2}}+f_{2}\left(z(x)-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}, & t>0, x \in(0,1) .\end{cases}
$$

Hence, for all $t>0$, it follows that

$$
\begin{equation*}
\left(N_{1}(x, t), U_{1}(x, t), N_{2}(x, t), U_{2}(x, t)\right) \leq_{\mathbf{K}}\left(\check{N}_{1}(x, t), \check{U}_{1}(x, t), \check{N}_{2}(x, t), \check{U}_{2}(x, t)\right) \text { on }[0,1], \tag{5.2}
\end{equation*}
$$

where $\left(\check{N}_{1}(x, t), \check{U}_{1}(x, t), \check{N}_{2}(x, t), \check{U}_{2}(x, t)\right)$ is a solution of the following system

$$
\begin{cases}\frac{\partial \check{N}_{1}}{\partial t}=d \frac{\partial^{2} \check{N}_{1}}{\partial x^{2}}+\mu_{1}\left(\frac{\check{U}_{1}}{\check{N}_{1}}\right) \check{N}_{1}, & t>0, x \in(0,1),  \tag{5.3}\\ \frac{\partial \check{U}_{1}}{\partial t}=d \frac{\partial^{2} \check{U}_{1}}{\partial x^{2}}+f_{1}\left(z(x)-\check{U}_{1}-\check{U}_{2}, \frac{\check{U}_{1}}{\grave{N}_{1}}\right) \check{N}_{1}, & t>0, x \in(0,1), \\ \frac{\partial \check{N}_{2}}{\partial t}=d \frac{\partial^{2} \check{N}_{2}}{\partial x^{2}}+\mu_{2}\left(\frac{\check{U}_{2}}{\check{N}_{2}}\right) \check{N}_{2}, & t>0, x \in(0,1), \\ \frac{\partial \check{U}_{2}}{\partial t}=d \frac{\partial^{2} \check{U}_{2}}{\partial x^{2}}+f_{2}\left(z(x)-\check{U}_{1}-\check{U}_{2}, \frac{\check{U}_{2}}{\check{N}_{2}}\right) \check{N}_{2}, & t>0, x \in(0,1),\end{cases}
$$

with the boundary conditions (1.9) and the initial condition $\left(\check{N}_{1}, \check{U}_{1}, \check{N}_{2}, \check{U}_{2}\right)(x, 0)=\left(N_{1}^{0}(x)\right.$, $\left.U_{1}^{0}(x), N_{2}^{0}(x), U_{2}^{0}(x)\right)$ on $[0,1]$. We note that system (5.3) is monotone under the partial order $\leq_{\mathbf{K}}$ (see, e.g., [7,17]), and hence, the inequality in (5.2) holds (see, e.g., [17, Theorem 7.3.4]).

For small $\epsilon>0$, we define $\left(\bar{N}_{1}, \bar{U}_{1}, \underline{N}_{2}, \underline{U}_{2}\right)=\left(\epsilon \eta \Phi_{1}, \epsilon \eta \Psi_{1},(1-\epsilon) N_{2}^{*}(x),(1-\epsilon) U_{2}^{*}(x)\right)$, where $\eta>0$ is small such that $U_{2}^{*}(x)-\eta \Psi_{1}>0$ on [0,1]. If $\Lambda_{1}^{0}<0$ and $\epsilon>0$ is small enough, we can show that $\left(\bar{N}_{1}, \bar{U}_{1}, \underline{N}_{2}, \underline{U}_{2}\right)$ is an upper solution of (5.3) with the boundary conditions (1.9) under the partial order $\leq_{\mathbf{K}}$ in the following sense,

$$
\left\{\begin{array}{l}
d\left(\bar{N}_{1}\right)_{x x}+\mu_{1}\left(\frac{\bar{U}_{1}}{\bar{N}_{1}}\right) \bar{N}_{1}=\epsilon \eta\left[d\left(\Phi_{1}\right)_{x x}+\mu_{1}\left(\frac{\Psi_{1}}{\Phi_{1}}\right) \Phi_{1}\right]=\epsilon \eta \Lambda_{1}^{0} \Phi_{1}<0  \tag{5.4}\\
d\left(\bar{U}_{1}\right)_{x x}+f_{1}\left(z(x)-\bar{U}_{1}-\underline{U}_{2}, \frac{\bar{U}_{1}}{\bar{N}_{1}}\right) \bar{N}_{1} \\
\quad=\epsilon \eta\left[\Lambda_{1}^{0} \Psi_{1}+\left(f_{1}\left(z(x)-U_{2}^{*}+\epsilon\left(U_{2}^{*}-\eta \Psi_{1}\right), \frac{\Psi_{1}}{\Phi_{1}}\right)-f_{1}\left(z(x)-U_{2}^{*}, \frac{\Psi_{1}}{\Phi_{1}}\right)\right) \Phi_{1}\right]<0, \\
d\left(\underline{N}_{2}\right)_{x x}+\mu_{2}\left(\left(\frac{\underline{U}_{2}}{\bar{N}_{2}}\right) \underline{N}_{2}=(1-\epsilon)\left[d\left(N_{2}^{*}\right)_{x x}+\mu_{2}\left(\frac{U_{2}^{*}}{N_{2}^{*}}\right) N_{2}^{*}\right]=0,\right. \\
d\left(\underline{U}_{2}\right)_{x x}+f_{2}\left(z(x)-\bar{U}_{1}-\underline{U}_{2}, \frac{\underline{\underline{V}}_{2}}{\underline{N}_{2}}\right) \underline{N}_{2} \\
\quad=(1-\epsilon)\left[d\left(U_{2}^{*}\right)_{x x}+f_{2}\left(z-U_{2}^{*}+\epsilon\left(U_{2}^{*}-\eta \Psi_{1}\right), \frac{U_{2}^{*}}{N_{2}^{*}}\right) N_{2}^{*}\right]>0 .
\end{array}\right.
$$

Since $\left(N_{1}^{0}(x), U_{1}^{0}(x), N_{2}^{0}(x), U_{2}^{0}(x)\right) \in O_{\delta}^{+}\left(E_{2}\right)$, we can choose a smaller $\delta>0$ such that

$$
\left(N_{1}^{0}(x), U_{1}^{0}(x), N_{2}^{0}(x), U_{2}^{0}(x)\right) \leq_{\mathbf{K}}\left(\bar{N}_{1}, \bar{U}_{1}, \underline{N}_{2}, \underline{U}_{2}\right) \text { on }[0,1]
$$

where $\left(\bar{N}_{1}, \bar{U}_{1}, \underline{N}_{2}, \underline{U}_{2}\right)$ satisfies (5.4). Thus, for all $t>0$ and $x \in[0,1]$, we have

$$
\left(N_{1}, U_{1}, N_{2}, U_{2}\right)(x, t) \leq_{\mathbf{K}}\left(\check{N}_{1}, \check{U}_{1}, \check{N}_{2}, \check{U}_{2}\right)(x, t) \leq_{\mathbf{K}}\left(\bar{N}_{1}, \bar{U}_{1}, \underline{N}_{2}, \underline{U}_{2}\right)(x) .
$$

That is,

$$
\begin{equation*}
0 \leq \mathcal{D}\left(N_{1}, U_{1}\right)(x, t) \leq \mathcal{D} \epsilon\left(\eta \Phi_{1}, \eta \Psi_{1}\right) \text { and }\left(N_{2}, U_{2}\right)(x, t) \geq_{\mathcal{D}}(1-\epsilon)\left(N_{2}^{*}, U_{2}^{*}\right) \tag{5.5}
\end{equation*}
$$

for all $t>0$ and $x \in[0,1]$. Hence, there exists a positive constant $\mathcal{H}$ such that $h\left(N_{1}\right) U_{1} \leq \mathcal{H} \epsilon$ for all $t>0$ and $x \in[0,1]$, which implies that

$$
\begin{cases}\frac{\partial N_{2}}{\partial t} \leq d \frac{\partial^{2} N_{2}}{\partial x^{2}}+\mu_{2}\left(\frac{U_{2}}{N_{2}}\right) N_{2}, & t>0, x \in(0,1) \\ \frac{\partial U_{2}}{\partial t} \leq d \frac{\partial^{2} U_{2}}{\partial x^{2}}+\left(f_{2}\left(z(x)-U_{2}, \frac{U_{2}}{N_{2}}\right)+\mathcal{H} \epsilon\right) N_{2}, & t>0, x \in(0,1)\end{cases}
$$

It follows that $\left(N_{2}(x, t), U_{2}(x, t)\right) \leq_{\mathcal{D}}\left(\tilde{N}_{2, \epsilon}(x, t), \widetilde{U}_{2, \epsilon}(x, t)\right)$ for all $t>0$ and $x \in[0,1]$, where $\left(\widetilde{N}_{2, \epsilon}(x, t), \widetilde{U}_{2, \epsilon}(x, t)\right)$ satisfies

$$
\begin{cases}\frac{\partial \widetilde{N}_{2, \epsilon}}{\partial t}=d \frac{\partial^{2} \widetilde{N}_{2, \epsilon}}{\partial x^{2}}+\mu_{2}\left(\frac{\widetilde{U}_{2, \epsilon}}{\widetilde{N}_{2, \epsilon}}\right) \widetilde{N}_{2, \epsilon}, & t>0, x \in(0,1),  \tag{5.6}\\ \frac{\partial \widetilde{U}_{2, \epsilon}}{\partial t}=d \frac{\partial^{2} \widetilde{U}_{2, \epsilon}}{\partial x^{2}}+\left(f_{2}\left(z(x)-\widetilde{U}_{2, \epsilon}, \frac{\widetilde{U}_{2, \epsilon}}{N_{2, \epsilon}}\right)+\mathcal{H} \epsilon\right) \widetilde{N}_{2, \epsilon}, & t>0, x \in(0,1), \\ \frac{\partial \widetilde{N}_{2, \epsilon}}{\partial x}(0, t)=0, \frac{\partial \widetilde{N}_{2, \epsilon}}{\partial x}(1, t)+\gamma \widetilde{N}_{2, \epsilon}(1, t)=0, & t>0, \\ \frac{\partial U_{2, \epsilon}}{\partial x}(0, t)=0, \frac{\partial U_{2, \epsilon}}{\partial x}(1, t)+\gamma \widetilde{U}_{2, \epsilon}(1, t)=0, & t>0, \\ \widetilde{N}_{2, \epsilon}(x, 0)=N_{2}^{0}(x), \widetilde{U}_{2, \epsilon}(x, 0)=U_{2}^{0}(x), & x \in[0,1] .\end{cases}
$$

Since $0<d<d_{0,2}$, we may use the similar arguments as in Lemma 2.1 (see also [ 9 , Theorem 2.2]) together with perturbation theory to deduce that

$$
\left(\tilde{N}_{2, \epsilon}(x, t), \widetilde{U}_{2, \epsilon}(x, t)\right) \rightarrow\left(\tilde{N}_{2, \epsilon}^{*}(x), \widetilde{U}_{2, \epsilon}^{*}(x)\right) \text { on }[0,1] \text { as } t \rightarrow \infty,
$$

where $\left(\widetilde{N}_{2, \epsilon}^{*}(x), \widetilde{U}_{2, \epsilon}^{*}(x)\right)$ is the unique positive steady state solution of (5.6). By standard regularity theory, it is easy to deduce that $\left(\widetilde{N}_{2, \epsilon}^{*}(x), \widetilde{U}_{2, \epsilon}^{*}(x)\right) \rightarrow\left(N_{2}^{*}(x), U_{2}^{*}(x)\right)$ on $[0,1]$ as $\epsilon \rightarrow 0$. Hence, there exists $T_{0}>0$ such that $\left(\tilde{N}_{2, \epsilon}(x, t), \tilde{U}_{2, \epsilon}(x, t)\right) \leq_{\mathcal{D}}(1+\epsilon)\left(N_{2}^{*}(x), U_{2}^{*}(x)\right)$ for all $t \geq T_{0}$ and $x \in[0,1]$, which implies that

$$
\begin{equation*}
\left(N_{2}(x, t), U_{2}(x, t)\right) \leq \mathcal{D}(1+\epsilon)\left(N_{2}^{*}(x), U_{2}^{*}(x)\right), \forall t \geq T_{0}, x \in[0,1] . \tag{5.7}
\end{equation*}
$$

In view of (5.5) and (5.7), we can conclude that the semi-trivial solution $E_{2}(x)=\left(0,0, N_{2}^{*}(x)\right.$, $\left.U_{2}^{*}(x)\right)$ is locally stable when $\Lambda_{1}^{0}<0$.

We next show that the solutions of ( $\left.N_{1}(x, t), U_{1}(x, t)\right)$ in system (1.8)-(1.10) exponentially decay to zero as $t \rightarrow \infty$, by constructing exponentially decaying in time solution associated with suitable eigenfunctions. In view of the first two equations of system (1.8)-(1.10) and (5.5), we have

$$
\begin{cases}\frac{\partial N_{1}}{\partial t} \leq d \frac{\partial^{2} N_{1}}{\partial x^{2}}+\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}, & t>0, x \in(0,1),  \tag{5.8}\\ \frac{\partial U_{1}}{\partial t} \leq d \frac{\partial^{2} U_{1}}{\partial x^{2}}+f_{1}\left(z(x)-(1-\epsilon) U_{2}^{*}-U_{1}, \frac{U_{1}}{N_{1}}\right) N_{1}, & t>0, x \in(0,1), \\ \frac{\partial N_{1}}{\partial x}(0, t)=0, \frac{\partial N_{1}}{\partial x}(1, t)+\gamma N_{1}(1, t)=0, & t>0, \\ \frac{\partial U_{1}}{\partial x}(0, t)=0, \frac{\partial U_{1}}{\partial x}(1, t)+\gamma U_{1}(1, t)=0, & t>0 .\end{cases}
$$

Since $\Lambda_{1}^{0}<0$, we may assume that $\epsilon>0$ in the previous discussions is small enough such that $\Lambda_{1}^{\epsilon}<0$, where $\Lambda_{1}^{\epsilon}$ is the principal eigenvalue of the following eigenvalue problem

$$
\left\{\begin{array}{l}
\Lambda_{1}^{\epsilon} \Phi_{1}^{\epsilon}=d \Phi_{1 x x}^{\epsilon}+\mu_{1}\left(\frac{\Psi_{1}^{\epsilon}}{\Phi_{1}^{\epsilon}}\right) \Phi_{1}^{\epsilon}, x \in(0,1) \\
\Lambda_{1}^{\epsilon} \Psi_{1}^{\epsilon}=d \Psi_{1 x x}^{\epsilon}+f_{1}\left(z-(1-\epsilon) U_{2}^{*}, \frac{\Psi_{1}^{\epsilon}}{\Phi_{1}^{\epsilon}}\right) \Phi_{1}^{\epsilon}, x \in(0,1) \\
\Phi_{1 x}^{\epsilon}(0)=\Phi_{1 x}^{\epsilon}(1)+\gamma \Phi_{1}^{\epsilon}(1)=0, \Psi_{1 x}^{\epsilon}(0)=\Psi_{1 x}^{\epsilon}(1)+\gamma \Psi_{1}^{\epsilon}(1)=0
\end{array}\right.
$$

Let $\left(\Phi_{1}^{\epsilon}, \Psi_{1}^{\epsilon}\right)$ be a strongly positive eigenfunction associated with $\Lambda_{1}^{\epsilon}<0$. Clearly, there exists a $\beta_{1}>0$ such that

$$
\begin{equation*}
\left(N_{1}^{0}(x), U_{1}^{0}(x)\right) \leq_{\mathcal{D}} \beta_{1}\left(\Phi_{1}^{\epsilon}, \Psi_{1}^{\epsilon}\right) \text { on }[0,1] \tag{5.9}
\end{equation*}
$$

Let $\left(\widetilde{N}_{1}(x, t), \widetilde{U}_{1}(x, t)\right)=\left(\beta_{1} e^{\Lambda_{1}^{\epsilon} t} \Phi_{1}^{\epsilon}, \beta_{1} e^{\Lambda_{1}^{\epsilon} t} \Psi_{1}^{\epsilon}\right)$. Then $\left(\widetilde{N}_{1}(x, t), \widetilde{U}_{1}(x, t)\right)$ satisfies the following system

$$
\left\{\begin{array}{ll}
\frac{\partial \widetilde{N}_{1}}{\partial t}=d \frac{\partial^{2} \widetilde{N}_{1}}{\partial x^{2}}+\mu_{1}\left(\frac{\widetilde{U}_{1}}{N_{1}}\right) \widetilde{N}_{1}, & x \in(0,1), t>0,  \tag{5.10}\\
\frac{\partial \widetilde{U}_{1}}{\partial t}=d \frac{\partial^{2} \widetilde{U}_{1}}{\partial x^{2}}+f_{1}\left(z-(1-\epsilon) U_{2}^{*}, \frac{\widetilde{U}_{1}}{\widetilde{N}_{1}}\right) \widetilde{N}_{1}, & x \in(0,1), t>0, \\
\frac{\partial \widetilde{N}_{1}}{\partial x}(0, t)=0, \frac{\partial \widetilde{N}_{1}}{\partial x}(1, t)+\gamma \widetilde{N}_{1}(1, t)=0, & t>0, \\
\frac{\partial \widetilde{U}_{1}}{\partial x}(0, t)=0, \frac{\partial \widetilde{U}_{1}}{\partial x}(1, t)+\gamma \widetilde{U}_{1}(1, t)=0, & t>0, \\
\widetilde{N}_{1}(x, 0)=\beta_{1} \Phi_{1}^{\epsilon}, & \widetilde{U}_{1}(x, 0)=\beta_{1} \Psi_{1}^{\epsilon},
\end{array} x \in[0,1] . ~ \$\right.
$$

It follows from (5.8)-(5.10) and the comparison principle that for $t>0$ and $x \in[0,1]$, we have

$$
(0,0) \leq_{\mathcal{D}}\left(N_{1}(x, t), U_{1}(x, t)\right) \leq_{\mathcal{D}}\left(\tilde{N}_{1}(x, t), \tilde{U}_{1}(x, t)\right)=\beta_{1} e^{\Lambda_{1}^{\epsilon} t}\left(\Phi_{1}^{\epsilon}, \Psi_{1}^{\epsilon}\right)
$$

Since $\Lambda_{1}^{\epsilon}<0$, it follows from the above inequality that $\left(N_{1}(x, t), U_{1}(x, t)\right) \rightarrow(0,0)$ uniformly on [0, 1] as $t \rightarrow \infty$. Thus, we have proved that the solutions of $\left(N_{1}(x, t), U_{1}(x, t)\right)$ in system (1.8)-(1.10) exponentially decay to zero as $t \rightarrow \infty$. Then $\left(N_{2}(x, t), U_{2}(x, t)\right)$ in system (1.8)-(1.10) is asymptotic to the system (2.1) with $i=2$. Since $0<d<d_{0,2}$, it follows from the theory for asymptotically autonomous semiflows (see, e.g., [19, Corollary 4.3]) and Lemma 2.1 (ii) that $\left(N_{2}(x, t), U_{2}(x, t)\right) \rightarrow\left(N_{2}^{*}(x), U_{2}^{*}(x)\right)$ uniformly on [0, 1] as $t \rightarrow \infty$. Hence, the semi-trivial solution $E_{2}(x)=\left(0,0, N_{2}^{*}(x), U_{2}^{*}(x)\right)$ is locally asymptotically stable if $\Lambda_{1}^{0}<0$.

Next, we are in a position to investigate the local stability of $E_{1}(x)$. Since the function $h\left(N_{1}\right)$ is non-monotone with respect to $N_{1}$, we note that the arguments in Proposition 5.1 don't work for this case. We first consider the following auxiliary nonlinear system

$$
\left\{\begin{align*}
& \frac{\partial \mathcal{N}_{1}}{\partial t}=d \frac{\partial^{2} \mathcal{N}_{1}}{\partial x^{2}}+\left[\mu_{1}\left(\frac{U_{1}^{*}}{N_{1}^{*}}\right)-\frac{U_{1}^{*}}{N_{1}^{*}} \mu_{1}^{\prime}\left(\frac{U_{1}^{*}}{N_{1}^{*}}\right)\right] \mathcal{N}_{1}+\mu_{1}^{\prime}\left(\frac{U_{1}^{*}}{N_{1}^{*}}\right) \mathcal{U}_{1}-g\left(N_{1}^{*}\right) \mathcal{N}_{2}, \\
& \frac{\partial \mathcal{U}_{1}}{\partial t}=d \frac{\partial^{2} \mathcal{U}_{1}}{\partial x^{2}}+\left[f_{1}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right)-\frac{\partial f_{1}}{\partial Q_{1}}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right) \frac{U_{1}^{*}}{N_{1}^{*}}\right] \mathcal{N}_{1} \\
& \quad+\left[-\frac{\partial f_{1}}{\partial R}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right) N_{1}^{*}+\frac{\partial f_{1}}{\partial Q_{1}}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right)\right] \mathcal{U}_{1}  \tag{5.11}\\
&-h\left(N_{1}^{*}\right) U_{1}^{*} \mathcal{N}_{2}-\frac{\partial f_{1}}{\partial R}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right) N_{1}^{*} \mathcal{U}_{2}, \\
& \frac{\partial \mathcal{N}_{2}}{\partial t}=d \frac{\partial^{2} \mathcal{N}_{2}}{\partial x^{2}}+\mu_{2}\left(\frac{\mathcal{U}_{2}}{\mathcal{N}_{2}}\right) \mathcal{N}_{2}, \\
& \frac{\partial \mathcal{U}_{2}}{\partial t}=d \frac{\partial^{2} \mathcal{U}_{2}}{\partial x^{2}}+f_{2}\left(z(x)-U_{1}^{*}, \frac{\mathcal{U}_{2}}{\mathcal{N}_{2}}\right) \mathcal{N}_{2}+h\left(N_{1}^{*}\right) U_{1}^{*} \mathcal{N}_{2},
\end{align*}\right.
$$

for $(x, t) \in(0,1) \times(0, \infty)$ with boundary conditions (1.9). Just as before, the functions $\mu_{2}\left(\mathcal{U}_{2} / \mathcal{N}_{2}\right) \mathcal{N}_{2}$ and $f_{2}\left(z(x)-U_{1}^{*}, \mathcal{U}_{2} / \mathcal{N}_{2}\right) \mathcal{N}_{2}$ can be respectively extended to those similar to Eq. (4.9) and Eq. (4.10) in [8], if necessary. Hence, we call $\left(\mathcal{N}_{1}, \mathcal{U}_{1}, \mathcal{N}_{2}, \mathcal{U}_{2}\right) \equiv(0,0,0,0)$ a steady state solution of (5.11) on [0, 1] with boundary conditions (1.9). Substituting

$$
\left(\mathcal{N}_{1}(x, t), \mathcal{U}_{1}(x, t), \mathcal{N}_{2}(x, t), \mathcal{U}_{2}(x, t)\right)=e^{\Lambda t}\left(\theta_{1}(x), \vartheta_{1}(x), \theta_{2}(x), \vartheta_{2}(x)\right)
$$

into (5.11) with $\left(\theta_{2}(x), \vartheta_{2}(x)\right) \in W_{2} \subset \mathcal{D}:=C^{0}\left([0,1], \mathbb{R}_{+}^{2}\right)$, we obtain the associated nonlinear eigenvalue problem

$$
\begin{align*}
& \Lambda\binom{\theta_{1}}{\vartheta_{1}}=\mathcal{L}_{1}\binom{\theta_{1}}{\vartheta_{1}}-\left(\begin{array}{cc}
g\left(N_{1}^{*}\right) & 0 \\
h\left(N_{1}^{*}\right) U_{1}^{*} & \frac{\partial f_{1}}{\partial R}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right) N_{1}^{*}
\end{array}\right)\binom{\theta_{2}}{\vartheta_{2}}, x \in(0,1), \\
& \Lambda\binom{\theta_{2}}{\vartheta_{2}}=\mathcal{L}_{2}\binom{\theta_{2}}{\vartheta_{2}}, x \in(0,1),  \tag{5.12}\\
& \frac{\partial w}{\partial x}(0)=\frac{\partial w}{\partial x}(1)+\gamma w(1)=0, w=\theta_{1}, \vartheta_{1}, \theta_{2}, \vartheta_{2},
\end{align*}
$$

where

$$
\mathcal{L}_{1}\binom{\theta_{1}}{\vartheta_{1}}=\left(\begin{array}{l}
d \theta_{1}^{\prime \prime}+\left[\mu_{1}\left(\frac{U_{1}^{*}}{N_{1}^{*}}\right)-\frac{U_{1}^{*}}{N_{1}^{*}} \mu_{1}^{\prime}\left(\frac{U_{1}^{*}}{N_{1}^{*}}\right)\right] \theta_{1}+\mu_{1}^{\prime}\left(\frac{U_{1}^{*}}{N_{1}^{*}}\right) \vartheta_{1}, \\
d \vartheta_{1}^{\prime \prime}+\left[f_{1}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right)-\frac{\partial f_{1}}{\partial Q_{1}}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right) \frac{U_{1}^{*}}{N_{1}^{*}}\right] \theta_{1} \\
\quad+\left[-\frac{\partial f_{1}}{\partial R}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right) N_{1}^{*}+\frac{\partial f_{1}}{\partial Q_{1}}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right)\right] \vartheta_{1}
\end{array}\right)
$$

and

$$
\mathcal{L}_{2}\binom{\theta_{2}}{\vartheta_{2}}=\binom{d \theta_{2}^{\prime \prime}+\mu_{2}\left(\frac{\vartheta_{2}}{\theta_{2}}\right) \theta_{2}}{d \vartheta_{2}^{\prime \prime}+f_{2}\left(z(x)-U_{1}^{*}, \frac{\vartheta_{2}}{\theta_{2}}\right) \theta_{2}+h\left(N_{1}^{*}\right) U_{1}^{*} \theta_{2}} .
$$

Clearly, the eigenvalues of (5.12) consist of the eigenvalues of $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$. It follows from the proof of Lemma 2.1 in [9] that the principal eigenvalue $\Lambda_{1}\left(\mathcal{L}_{1}\right)<0$ of the cooperative linear operator $\mathcal{L}_{1}$. Meanwhile, it is easy to see that the principal eigenvalue $\Lambda_{1}\left(\mathcal{L}_{2}\right)=\Lambda_{2}^{0}<0$. Hence, the steady state solution $(0,0,0,0)$ of (5.11) is exponentially stable. Finally, we will show that the exponential stability of the steady state solution $(0,0,0,0)$ to (5.11) implies the local asymptotic stability of the semi-trivial solution $E_{1}(x)$ to system (1.8)-(1.10). That is, we have the following result.

Proposition 5.2. Suppose $0<d<d_{0,1}$. Then the semi-trivial solution $E_{1}(x)=\left(N_{1}^{*}(x), U_{1}^{*}(x)\right.$, $0,0)$ is locally asymptotically stable if $\Lambda_{2}^{0}<0$.

Proof. For $\delta>0$, let $\left(N_{1}(x, t), U_{1}(x, t), N_{2}(x, t), U_{2}(x, t)\right)$ be a solution of (1.8)-(1.9) with initial condition

$$
\left(N_{1}(x, 0), U_{1}(x, 0), N_{2}(x, 0), U_{2}(x, 0)\right)=\left(N_{1}^{0}(x), U_{1}^{0}(x), N_{2}^{0}(x), U_{2}^{0}(x)\right) \in O_{\delta}^{+}\left(E_{1}\right)
$$

Then $\left(N_{1}(x, t), U_{1}(x, t), N_{2}(x, t), U_{2}(x, t)\right) \geq 0$ for all $t>0$ and $x \in[0,1]$. Let

$$
\begin{aligned}
V(x, t) & =\left(V_{1}(x, t), V_{2}(x, t), V_{3}(x, t), V_{4}(x, t)\right) \\
& =\left(N_{1}(x, t), U_{1}(x, t), N_{2}(x, t), U_{2}(x, t)\right)-\left(N_{1}^{*}(x), U_{1}^{*}(x), 0,0\right) .
\end{aligned}
$$

By using the Taylor expansion at $E_{1}(x)=\left(N_{1}^{*}(x), U_{1}^{*}(x), 0,0\right)$, we have

$$
\begin{gathered}
\mu_{1}\left(\frac{U_{1}}{N_{1}}\right) N_{1}=\mu_{1}\left(\frac{U_{1}^{*}}{N_{1}^{*}}\right) N_{1}^{*}+\left[\mu_{1}\left(\frac{U_{1}^{*}}{N_{1}^{*}}\right)-\frac{U_{1}^{*}}{N_{1}^{*}} \mu_{1}^{\prime}\left(\frac{U_{1}^{*}}{N_{1}^{*}}\right)\right] V_{1}+\mu_{1}^{\prime}\left(\frac{U_{1}^{*}}{N_{1}^{*}}\right) V_{2}+o\left(\left\|V_{1}\right\|+\left\|V_{2}\right\|\right), \\
=f_{1}\left(z(x)-U_{1}-U_{2}, \frac{U_{1}}{N_{1}}\right) N_{1} \\
\left.\left.=\left[-\frac{\partial f_{1}}{\partial R}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right) N_{1}^{*}+\left[f_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right) N_{1}^{*}+\frac{\partial f_{1}}{\partial Q_{1}}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right)-\frac{\partial f_{1}}{\partial Q_{1}}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right)\right] V_{2}^{*}-\frac{U_{1}^{*}}{N_{1}^{* *}}\right) \frac{U_{1}}{N_{1}^{*}}\right] V_{1}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right) N_{1}^{*} V_{4} \\
+o\left(\left\|V_{1}\right\|+\left\|V_{2}\right\|+\left\|V_{4}\right\|\right), \\
g\left(N_{1}\right)=g\left(N_{1}^{*}\right)+O\left(\left\|V_{1}\right\|\right), h\left(N_{1}\right) U_{1}=h\left(N_{1}^{*}\right) U_{1}^{*}+O\left(\left\|V_{1}\right\|+\left\|V_{2}\right\|\right), \\
f_{2}\left(z(x)-U_{1}-U_{2}, \frac{U_{2}}{N_{2}}\right) N_{2}=f_{2}\left(z(x)-U_{1}^{*}, \frac{U_{2}}{N_{2}}\right) N_{2}+o\left(\left\|N_{2}\right\|\right) .
\end{gathered}
$$

Hence, $V(x, t)$ satisfies

$$
\begin{align*}
& \frac{\partial}{\partial t}\binom{V_{1}}{V_{2}}=\mathcal{L}_{1}\binom{V_{1}}{V_{2}}+\binom{\digamma_{1}(V)}{\digamma_{2}(V)}, \quad t>0, x \in(0,1), \\
& \frac{\partial}{\partial t}\binom{V_{3}}{V_{4}}=\mathcal{L}_{2}\binom{V_{3}}{V_{4}}+\binom{0}{\digamma_{4}(V)}, \quad t>0, x \in(0,1),  \tag{5.13}\\
& \frac{\partial V_{i}}{\partial x}(0, t)=\frac{\partial V_{i}}{\partial x}(1, t)+\gamma V_{i}(1, t)=0, i=1,2,3,4, \quad t>0,
\end{align*}
$$

where

$$
\begin{aligned}
& \digamma_{1}(V)=-g\left(N_{1}^{*}\right) V_{3}+o\left(\left\|V_{1}\right\|+\left\|V_{2}\right\|\right)+O\left(\left\|V_{1}\right\|\right) V_{3} \\
& \digamma_{2}(V)=-h\left(N_{1}^{*}\right) U_{1}^{*} V_{3}-\frac{\partial f_{1}}{\partial R}\left(z(x)-U_{1}^{*}, \frac{U_{1}^{*}}{N_{1}^{*}}\right) N_{1}^{*} V_{4}+o(\|V\|), \\
& \digamma_{4}(V)=o\left(\left\|N_{2}\right\|\right)+O\left(\left\|V_{1}\right\|+\left\|V_{2}\right\|\right) V_{3}
\end{aligned}
$$

with initial condition $V(x, 0):=V^{0}(x)=\left(N_{1}^{0}(x)-N_{1}^{*}, U_{1}^{0}(x)-U_{1}^{*}, N_{2}^{0}(x), U_{2}^{0}(x)\right)$. Here we comment on the problem in linearizing system (1.8)-(1.9) around $E_{1}(x)$. Since both of $N_{1}^{*}(x)$
and $U_{1}^{*}(x)$ are strictly positive everywhere in $x$, we can linearize the first two equations of (1.8)-(1.9) around $E_{1}(x)$. This corresponds to the equations of $V_{1}$ and $V_{2}$ in (5.13). However, the linearization of the last two equations in (1.8)-(1.9) around $E_{1}(x)$ fails, due to the singularity in the ratio of $U_{2} / N_{2}$ at $\left(N_{2}, U_{2}\right)=(0,0)$. Thus, one needs to introduce the 1-homogeneous operator $\mathcal{L}_{2}$ for the equations of $V_{3}$ and $V_{4}$ in (5.13). We rewrite system (5.13) as the abstract ordinary differential equation in $C\left([0,1], \mathbb{R}^{2}\right) \times W_{2}$ and the so-called mild solutions can be obtained for any given initial data. More precisely,

$$
\begin{aligned}
& \binom{V_{1}}{V_{2}}=G_{1}(t)\binom{V_{1}^{0}}{V_{2}^{0}}+\int_{0}^{t} G_{1}(t-s) \cdot\binom{\digamma_{1}(V(s))}{\digamma_{2}(V(s))} \mathrm{d} s, \\
& \binom{V_{3}}{V_{4}}=G_{2}(t)\binom{N_{2}^{0}}{U_{2}^{0}}+\int_{0}^{t} G_{2}(t-s) \cdot\binom{0}{\digamma_{4}(V(s))} \mathrm{d} s,
\end{aligned}
$$

where $G_{1}(t)$ is the positive, non-expansive, analytic semigroup on $C\left([0,1], \mathbb{R}^{2}\right)$ (see, e.g., Chapter 7 in [17]) such that $\left(\mathcal{V}_{1}, \mathcal{V}_{2}\right)^{\top}=G_{1}(t) \cdot\left(V_{1}^{0}, V_{2}^{0}\right)^{\top}$ satisfies the linear initial value problem

$$
\begin{aligned}
& \frac{\partial}{\partial t}\binom{\mathcal{V}_{1}}{\mathcal{V}_{2}}=\mathcal{L}_{1}\binom{\mathcal{V}_{1}}{\mathcal{V}_{2}}, t>0, x \in(0,1) \\
& \frac{\partial \mathcal{V}_{i}}{\partial x}(0, t)=\frac{\partial \mathcal{V}_{i}}{\partial x}(1, t)+\gamma \mathcal{V}_{i}(1, t)=0, i=1,2, t>0 \\
& \mathcal{V}_{1}(x, 0)=V_{1}^{0}(x), \quad \mathcal{V}_{2}(x, 0)=V_{2}^{0}(x), x \in[0,1]
\end{aligned}
$$

and $G_{2}(t)$ is the continuous, compact, homogeneous of degree one and $\mathcal{D}$-strongly-orderpreserving semiflow on $W_{2}$ (see Lemma 5.1 in [8]) such that $\left(\mathcal{V}_{3}, \mathcal{V}_{4}\right)^{\top}=G_{2}(t) \cdot\left(V_{3}^{0}, V_{4}^{0}\right)^{\top}$ satisfies the initial value problem

$$
\begin{aligned}
& \frac{\partial}{\partial t}\binom{\mathcal{V}_{3}}{\mathcal{V}_{4}}=\mathcal{L}_{2}\binom{\mathcal{V}_{3}}{\mathcal{V}_{4}}, t>0, x \in(0,1) \\
& \frac{\partial \mathcal{V}_{i}}{\partial x}(0, t)=\frac{\partial \mathcal{V}_{i}}{\partial x}(1, t)+\gamma \mathcal{V}_{i}(1, t)=0, i=3,4, t>0 \\
& \mathcal{V}_{3}(x, 0)=V_{3}^{0}(x), \quad \mathcal{V}_{4}(x, 0)=V_{4}^{0}(x), x \in[0,1]
\end{aligned}
$$

Note that the positive steady state solution $\left(N_{1}^{*}(\cdot), U_{1}^{*}(\cdot)\right)$ is globally asymptotically stable in $\Delta_{1}$ for system (2.1) with $i=1$ (see Lemma 2.1), and the principal eigenvalue of the cooperative linear operator $\mathcal{L}_{1}$ is negative, that is, $\Lambda_{1}\left(\mathcal{L}_{1}\right)<0$. Clearly, the principal eigenvalue $\Lambda_{1}\left(\mathcal{L}_{2}\right)=$ $\Lambda_{2}^{0}<0$. By arguments analogous to those in Theorem 9.6.3 of [24], one may deduce that the semi-trivial solution $E_{1}(x)$ is locally asymptotically stable.

## Acknowledgment

The work is supported by the Natural Science Foundation of China (11671243, 11771262, 11572180), the Fundamental Research Funds for the Central Universities (GK201701001,

GK201602009), Ministry of Science and Technology of Taiwan, National Center for Theoretical Sciences (NCTS), and Chang Gung Memorial Hospital (CRRPD3H0011, BMRPD18 and NMRPD5F0543). We are grateful to the anonymous referee for the careful reading and helpful suggestions which led to improvements of our original manuscript. Actually, the rigorous arguments about the local stability of the semi-trivial solutions were originally inspired by the suggestions of the anonymous referee.

## References

[1] H. Amann, Fixed point equations and nonlinear eigenvalue problems in ordered Banach spaces, SIAM Rev. 18 (1976) 620-709.
[2] C.J. Bampfylde, M.A. Lewis, Biological control through intraguild predation: case studies in pest control, invasive species and range expansion, Bull. Math. Biol. 69 (2007) 1031-1066.
[3] S. Diehl, M. Feissel, Effects of enrichment on threelevel food chains with omnivory, Amer. Nat. 155 (2000) 200-218.
[4] M. Droop, Some thoughts on nutrient limitation in algae, J. Phycol. 9 (1973) 264-272.
[5] J.P. Grover, Resource storage and competition with spatial and temporal variation in resource availability, Amer. Nat. 178 (2011) 124-148.
[6] R.D. Holt, G.A. Polis, A theoretical framework for intraguild predation, Amer. Nat. 149 (1997) 745-764.
[7] S.B. Hsu, J. Jiang, F.B. Wang, On a system of reaction-diffusion equations arising from competition with internal storage in an unstirred chemostat, J. Differential Equations 248 (2010) 2470-2496.
[8] S.B. Hsu, K.-Y. Lam, F.B. Wang, Single species growth consuming inorganic carbon with internal storage in a poorly mixed habitat, J. Math. Biol. 75 (2017) 1775-1825.
[9] S.B. Hsu, J.P. Shi, F.B. Wang, Further studies of a reaction-diffusion system for an unstirred chemostat with internal storage, Discrete Contin. Dyn. Syst. Ser. B 19 (2014) 3169-3189.
[10] S.B. Hsu, P. Waltman, On a system of reaction-diffusion equations arising from competition in an unsirred chemostat, SIAM J. Appl. Math. 53 (1993) 1026-1044.
[11] H. Nie, S.B. Hsu, F.B. Wang, Global dynamics of a reaction-diffusion system arising from intraguild predation and internal storage, 2018, submitted for publication.
[12] H. Nie, J.H. Wu, Z.G. Wang, Dynamics on the Unstirred Chemostat Models, Science Press, Beijing, 2017.
[13] F.M.M. Morel, Kinetics of nutrient uptake and growth in phytoplankton, J. Physiol. 23 (1987) 137-150.
[14] G.A. Polis, et al., The ecology and evolution of intraguild predation: potential competitors that eat each other, Ann. Rev. Ecolog. Syst. 20 (1989) 297-330.
[15] G.A. Polis, R.D. Holt, Intraguild predation: the dynamics of complex trophic interactions, Trends Ecol. Evol. 7 (1992) 151-154.
[16] J.A. Rosenheim, et al., Intraguild predation among biological control agents: theory and evidence, Biol. Control 5 (1995) 303-335.
[17] H.L. Smith, Monotone Dynamical Systems: An Introduction to the Theory of Competitive and Cooperative Systems, Math. Surveys Monogr., vol. 41, American Mathematical Society, Providence, RI, 1995.
[18] H.L. Smith, P. Waltman, The Theory of the Chemostat, Cambridge Univ. Press, 1995.
[19] H.R. Thieme, Convergence results and a Poincare-Bendixson trichotomy for asymptotically autonomous differential equations, J. Math. Biol. 30 (1992) 755-763.
[20] S. Wilken, J.M.H. Verspagen, S. Naus-Wiezer, E.V. Donk, J. Huisman, Comparison of predator-prey interactions with and without intraguild predation by manipulation of the nitrogen source, Oikos 123 (2014) 423-432.
[21] J.H. Wu, Global bifurcation of coexistence state for the competition model in the chemostat, Nonlinear Anal. 39 (2000) 817-835.
[22] F.B. Wang, S.B. Hsu, Y.H. Ho, Mathematical analysis on a Droop model with intraguild predation, preprint.
[23] J.H. Wu, G.S.K. Wolkowicz, A system of resource-based growth models with two resources in the un-stirred chemostat, J. Differential Equations 172 (2001) 300-332.
[24] Q.X. Ye, Z.Y. Li, M.X. Wang, Y.P. Wu, Introduction to Reaction Diffusion Equation, Science Press, Beijing, 2011.


[^0]:    * Corresponding author.

    E-mail addresses: niehua@snnu.edu.cn (H. Nie), sbhsu@ math.nthu.edu.tw (S.-B. Hsu), fbwang@ mail.cgu.edu.tw, fbwang0229@gmail.com (F.-B. Wang).

