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Abstract

In this note we solve a Müntz type problem by the use of classical Bernstein
polynomials and we use our focus to prove that in certain cases the simultaneous
Diophantine approximation of functions is possible also when we delete an infinite
set of powers. The proofs are easy and constructive.

1 Introduction

In this note we give an easy constructive proof that in certain cases it is possible to
delete infinitely many powers {xαi}∞i=0 for the simultaneous Diophantine approximation
of a function and its derivative on intervals away from the origin. The result for the
continuous case is neither new nor the best, since a Müntz type theorem holds for the
Diophantine approximation of functions in [0, 1] (see [3]). But the corresponding result
for functions of class C(s) (s ≥ 1) is, as far as we know, new. On the other hand the
proofs are easy, so that the theorems could be proved at the undergraduate level in a
first course on numerical analysis. More specifically, we will solve the following Müntz
type problem:

(P) Under what conditions on the sequence of natural numbers m(n) ≤ n (n ∈ N) is
it true that every function f ∈ C[a, b] is uniformly approximable by a sequence
of polynomials {pn}∞n=1 with pn ∈ span{xm(n), ..., xn} for all n ≥ 1?

and we will use our results for the Diophantine approximation of functions.
Problem (P) is different from the classical Müntz problem, in which the density of

span{xλk : k ≥ 0} is studied for sequences of exponents {λk}∞k=0 ⊂ [0,∞). This means
that we are interested in a new focus on Müntz type problems while considering our
problem (P). We will prove a necessary condition for problem (P) (and this result is
new as far as we know). Moreover, we show, by a constructive proof based on Bernstein
polynomials, that this condition is sufficient for certain intervals [a, b].
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‡Departamento de Matemáticas, Universidad de Jaén, E.U.P. Linares. 23700 Linares (Jaén), Spain.
§T.U. Chemnitz, Fakultät für Mathematik, D09107 Chemnitz, Germany.

29



30 Diophantine Approximation

2 Solution of the Müntz Type Problem

In what follows we consider a sequence {m(n)}∞n=1 of natural numbers with m(n) ≤ n
for all n. Moreover, we only consider intervals [a, b] away from the origin (i.e., 0 /∈ [a, b]).
This is reasonable, since otherwise the solution of (P) is obvious: m(n) should be equal
to zero for all n ≥ n0 in order to be able to approximate functions f with f(0) 9= 0.
THEOREM 1. Let [a, b] be an interval away from the origin and let us assume

that every function f ∈ C[a, b] is uniformly approximable by a sequence of polynomials
{pn}∞n=1 with pn ∈ span{xm(n), ..., xn} for all n ≥ 1. Then lim supn→∞m(n)/n < 1.
PROOF. It is clear that lim supn→∞m(n)/n ≤ 1, since m(n) ≤ n for all n. If

lim supn→∞m(n)/n = 1 then there are natural numbers n1 < n2 < ... such that
log (nk/ (m (nk)− 1)) ≤ 2−k for all k ≥ 1. But
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By the classical Müntz theorem this implies that in this case the space

H{m(nk)}= span{xh : h ∈
∞

k=1

{m(nk), ...., nk}}

is not dense in C[a, b]. Now, let f ∈ C[a, b] be such that it is not approximable
by polynomials from H{m(nk)}. If {pn}∞n=1 is a sequence of polynomials with pn ∈
span{xm(n), ..., xn} for all n ≥ 1 such that limn→∞ ||f − pn||[a,b] = 0, then pnk ∈
H{m(nk)} for all k and limn→∞ ||f − pnk ||[a,b] = 0, which is in contradiction with our
hypothesis on f . The proof is complete.

THEOREM 2. Let us assume that lim supm(n)/n = c < 1. Then for all c0 ∈ (c, 1)
and all f ∈ C[c0, 1], the sequence of polynomials

Qn(f) =
n

k=m(n)

f
k

n

n
k

xk(1− x)n−k

converges to f uniformly on [c0, 1], where f denotes an arbitrary extension of f such
that f ∈ C[0, 1] and f |[0,c+ε] = 0 for some ε > 0. Moreover, if both f and f

are differentiable functions of class at least C(s) in their respective domains, then
limn→∞ ||Qn(f)− f ||C(s)[c0,1] = 0. (Note that Qn(f) ∈ span{xm(n), ..., xn} for all n).
PROOF. Let f be an extension of f such that f ∈ C[0, 1] and f |[0,c+ε] = 0, and let

us consider the sequence of Bernstein polynomials

Bnf(x) =
n

k=0

f
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n

n
k

xk(1− x)n−k.
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If k < m(n) then k/n ≤ c + ε, so that f(k/n) = 0 (n > n0). This means that
Bnf = Qn(f) for all n ≥ n0, so that the sequence of polynomials {Qn(f)}∞n=1 converges
uniformly to f on [0, 1]. The theorem follows since f |[c0,1] = f and the sequence of
Bernstein polynomials is useful not only for the approximation of continuous functions
but also for the simultaneous approximation of a function and its derivatives (see [2]).

COROLLARY 3. With the same notation as in Theorem 2, the polynomials with
integral coefficients

Qn(f) =
n

k=m(n)

f
k

n

n
k

xk(1− x)n−k

converge to f uniformly on [c0, 1], whenever f(1) ∈ Z. (Note that Qn(f) ∈ Z[x] ∩
span{xm(n), · · · , xn} for all n).
PROOF. It is well known that if f ∈ C0[0, 1] = {h ∈ C[0, 1] : h(0), h(1) ∈ Z} then

the modified Bernstein polynomials

Bnf(x) =
n

k=0

f
k

n

n
k

xk(1− x)n−k

converge to f uniformly on [0, 1]. Now, if f satisfies the hypothesis of Theorem 2, then

Qn(f) = Bnf for n ≥ n0 and the proof follows.

The proof of the Müntz theorem for Diophantine approximation of functions f ∈
C0[0, 1] is very difficult (see [3]). On the other hand, our proof is easy because we
replaced the classical problem by the new problem (P). Of course, our solution can
also be used to solve some special cases of the classical problem, at least on a certain
subinterval [c0, 1]: If we know that pn ∈ Z[x] ∩ span{xm(n), . . . , xn} converges to f
uniformly on this interval, then this is also the case for any subsequence pnj . This
means that we may prove the density of Z[x]∩ span {xki} in C0[c0, 1] := {f ∈ C[c0, 1] :
f(1) ∈ Z} for sets {ki} of exponents that are of the form j{m(nj), . . . , nj}. The
disadvantage is that we have to take all natural numbers between m(nj) and nj which
makes impossible to consider, for example, sets {ki} containing only even numbers or,
more general, numbers Kn+ L, where K,L > 0 are fixed. To get only such numbers,
one can make the substitution u(x) = f(x1/K)/xL and set qn(x) = x

LQn(u;x
K) and

qn(x) = x
LQn(u;x

K). Then we obtain that, if c = lim sup m(n)n < 1 and f ∈ C[c0, 1]
(with f(1) ∈ Z if we consider qn) for a certain c0 > c1/K , then

lim
n→∞ ||qn − f ||[c0,1] = lim

n→∞ ||qn − f ||[c0,1] = 0.

Hence, if the sequence of real numbers {ki}∞i=0 contains a set of the form
∞

j=1

{m(nj)K + L, [m(nj) + 1]K + L, . . . , njK + L}
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with nj ,m(nj) ∈ N, m(nj) ≤ nj < nj+1 (for all j) and c = lim sup
m(nj)
nj

< 1, then

span{xki} is dense in C[c0, 1] and Z[x] ∩ span{xki} is dense in C0[c0, 1] whenever
c0 > c

1/K .
Now we consider another interesting question: Fixed the function f ∈ C[0, 1] and

the sequence of natural numbers {m(n)}∞n=1 with lim supm(n)/n = c < 1, we may ask
for the set of points in [0, 1] where the sequences of polynomials
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converge to f . This is clearly equivalent to study the set of points where the differences

∆nf(x) = Bnf − Pn(f) =
m(n)−1

k=0

f
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and (under the additional hypothesis that f(0), f(1) ∈ Z)

∆nf(x) = Bnf − Pn(f) =
m(n)−1

k=0

f
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converge to zero.

THEOREM 4. Let f ∈ C[0, 1] and {m(n)}∞n=1 ⊂ N with lim supm(n)/n = c < 1
be fixed. The sequence of polynomials

Pn(f) =
n

k=m(n)

f
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converges to f uniformly on [c0, 1] whenever c0 > 1 − 2−1/(1−c). The same holds for
the sequence of polynomials

Pn(f) =
n

k=m(n)

f
k

n

n
k

xk(1− x)n−k,

under the additional hypothesis that f(0), f(1) ∈ Z.
PROOF. Let c0 ∈ (0, 1) and let us assume that x ∈ [c0, 1]. Moreover, let c < α < 1

be fixed and let n0(α) ∈ N be such that the relation m(n) < αn holds for all n ≥ n0(α).
If we set M = nfn[0,1] + 1, then the inequality

max{|∆nf(x)|, |∆nf(x)|} ≤ M

m(n)−1

k=0

n
k

xk(1− c0)n−k
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≤ M(1− c0)n−m(n)+1
m(n)−1

k=0

n
k

xk

≤ M(1− c0)n−m(n)+1(1 + x)n
≤ M(1− c0)n(1−α)2n

holds true for all n ≥ n0(α), where the last inequality hold since m(n) < αn. Now,
((1− c0)(1−α)2)n converges to zero whenever (1− c0)(1−α)2 < 1, which is equivalent to
say that c0 > 1− 2−1/(1−α). If c0 > 1− 2−1/(1−c) then the relation c0 > 1− 2−1/(1−α)
holds for α close enough to c. The proof is complete.

The disadvantage of Theorem 4 is that we cannot obtain c0 ≤ 1/2 even if m(n)/n
converges to zero. For this reason, we give the following theorem:

THEOREM 5. If lim sup (m(n) log2 n) /n = c < 1, then the assertions of Theorem
4 hold true for all c0 > 1− 2−c.
PROOF. Without loss of generality we may suppose that c0 < 1/2 (since 1−2−c <

1). From Theorem 4 it follows the uniform convergence on compact subsets of (1/2, 1],
since our hypothesis implies lim supm(n)/n = 0. Thus, we only need to prove uniform
convergence on [c0, 1/2 + ε] for a certain ε > 0. With this objective in mind, we define
α ∈ (0, 1) by c0 = 1− 2−α and we set M = ||f ||[0,1]+1. Then for all x ∈ [1− 2−α, 2−α]
we can estimate the differences ∆nf(x) and ∆nf(x) by
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but lim sup (m(n) log2 n) /n = c implies that (m(n) log2 n) /n ≤ α holds for all n ≥
n0(α) for a certain natural number n0(α). Hence the relation

2
m(n) log2 n

n = 2log2 n
m(n)
n = n

m(n)
n ≤ 2α

holds for all n ≥ n0(α). This implies that the upper bound we have already estimated
in (1) converges to zero for n→∞. The proof is complete.

3 Simultaneous Diophantine Approximation

As it is well known, Bernstein polynomials are useful for the simultaneous approxima-
tion of a function and its derivatives (see [2]). We have already used this to prove the
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second claim of Theorem 2. In this section we will prove that simultaneous approx-
imation of a function and its derivative by polynomials with integral coefficients on
compact subsets of (0, 1) is possible indeed if we delete a certain type of infinite sets of
powers {xαi}∞i=0.
THEOREM 6. Let us assume that lim supm(n)/n = c < 1. Then for all intervals

[a, b] ⊂ (c, 1) and all f ∈ C(s)[a, b], the sequence of polynomials
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converges to f in the norm of C(s)[a, b], where f denotes an arbitrary extension of f
such that f ∈ C(s)[0, 1] and f |[0,c+ε]∪[1−ε,1] = 0 for some ε > 0.
PROOF. We know that Bnf converges to f in C

(s)[0, 1] and Qn(f) = Bnf for

n ≥ n0, so that we must compare Bnf and Bnf in the norm of C(s)[a, b]. Now,
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since f(0) = f(1) = 0. If we use the notation

n(r) :=
1 if r = 0
n(n− 1) · · · (n− r + 1) if r > 0

,

and we assume that x ∈ [α,β] ⊂ (0, 1), we obtain that
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where ρ = max{1− α,β} < 1. Now,
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and
||(Bnf)(v)(x)− (Bnf)(v)(x)||[α,β] ≤ nv+1ρn−v,

which converges to zero for n→∞. This proves that Bnf converges to f in the norm
of C(s)[α,β] for all compact interval [α,β] ⊂ (0, 1). The theorem follows since f is an
extension of f .
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