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Abstract

This paper is concerned with the existence of analytic solutions of higher order
linear neutral functional differential-difference equations.

Existence, stability, asymptotic, and oscillatory behaviors of solutions of functional
differential-difference equations have been studied quite extensively by many authors
[1-5]. However, it seems little has been done on the existence of analytic solutions. In
this note, we are concerned with the existence of analytic solutions of the following
equation
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For this purpose, we will employ approximating equations which are ordinary dif-
ferential equations without the delay terms.

LEMMA 1. Suppose there exist a negative number b and a positive number D such
that the functions 1 (2), ..., pr(2), a10(2), ..., ank(2) and g(z) are analytic in the region
|z —b] < |b| = D, and >_;" ; |ayo(b)| < 1. For |z — b < |b] — D, let
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and -
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Then the ordinary differential equation
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12 Differential-Difference Equation

has an analytic solution in the region |z — b| < |b| — D that satisfies
0<p@(b) < +o0, i=0,1,...,k—1, (3)

where

=S [iml(z = b)"
m=0
aiy (2) = Y loujml(z
m=0
2= lgml(z=0)"
m=0

PROOF. We seek a power series solution of equation (2) in the form
=D emlz—b)™ (4)
m=0

Substituting (4) into (2) we obtain
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By means of the Cauchy inequalities, for any fixed r € (0, |b] — D), there exists a
positive number M such that

M M M
|iml < |O‘l7m| < s gm| < o
fori=1,2,...,k;5=0,1,....k1l=1,2,...n; and m = 0,1,... . We now define a
sequence {S,,} as follows: for 0 < m <k — 1, S,, = By, and for m > k,
(m —k)! km_k(m—z—s)'M
S’m = |:Z '| SSm i—s
ml(1 =37 |aaoo]) | &= = (m —k —s)
. k m—k
(m —j)! (m—j—s)! M M
MS,,— —S—i_s
D R .

where B,, are arbitrary positive numbers which satisfy |¢,,| < B, for 0 <m <k — 1.
By induction, we easily see from the definition of S, that 0 < ¢,,, <5, for all m > 0.
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Furthermore, for m > k, by the recursive definition of S,,,
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Therefore, we see that

Sm-i—l
Sm

1 n+ DM (m+1—-KnM 1m+1—k -
= [( ) +( ) + = <1—Z|O¢loo|)
=1

1—27:1|Oq00| m-+1 (m+ )r r m+1




14 Differential-Difference Equation

k .
1— Sy 1 1= NS,
sz:m+ D! Sm1 +mw2fm+ ) S|

Sm =2 (m + 1)! Sm
Letting Cy, = Syt1/Sm, we see that
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for ¢ = 2,3,..., k. By taking superior limits on both sides of the defining equation for
C,n, we now have

M
limsup Cp, < limsup ——————1 limsup (n—i——)
m— o0 m—oo 1 — Zl:l |Oéloo| m— oo m+1
1—k)nM 1 1
iy SB[ L (1 S )

k
. (m+1—14)! 1
M 1 —1
M3 [ S e

k
. (m+1—j)! 1
+nM [hm sup ——— = lim su
j; m—»oop (m + 1). m_»oop Om_lom_g . Om-i—l—j

)

1
r

}:



J. G. Si 15

that is,
Sm+1

1
< =,
T

lim sup
m—oco  Om

Thus, we have
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m— 00 m— oo m r
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This proves that the radius of convergence p of the power series > S, (z — b)™
satisfies p > r € (0,]b| — D). Since r is arbitrary, we see that the power series (z) is
analytic in the region |z — b| < |b] — D. The proof is complete.

Next, we let pj; = 1+ 7;07! for I = 1,2,...,n and j = 0,1,...,k, where b is an
arbitrary negative number. Consider the equation

dkfz k dk tf(z nE dk T f(pijz —
—E¥+;%<dﬁl+;;¥ e m) o)
When b tends to negative infinity, this equation tends formally to the given equation
(1). For this reason, the equation (5) will be called the approximating equation for
equation (1).

We now state our main result in this note.

THEOREM 1. Suppose equation (1) satisfies the following hypotheses: (i) for all
negative number b which is sufficiently small, there exists a positive number D (inde-
pendent of b) such that D < ||, and the functions ¢i(2), ..., pr(2), a10(2), ..., ¥k (2)
and g(z) are analytic in the region |z — b| < [b] — D, as well as >, |a;o(b)| < 1,
and (ii) the analytic solution ¢(z) = Y. @m(z — b)™ of equation (2) (as asserted
in Lemma 1) is bounded in the region |z — b| < |b| — D. Then there exists a number
@ < 0 which satisfies || > D and equation (1) has an analytic solution f(z) in the
half plane {z| Rez < Q}.

PROOF. According to Lemma 1, equation (2) has an analytic solution (4) in the
region |z — b < |b| — D. We assert that the approximating equation (5) has an analytic
solution f(z|b) in the region |z — b| < |b] — D which satisfies

IFD ) < P (b)), i=0,1,...,k— 1. (6)
For this purpose we assume f(z|b) has the form

=3 fulz—t)™. )
m=0

Substituting (7) into (5), we obtain the relation
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for m = 0,1,... . By induction, we may then show that |f,,| < ¢, for all m. Hence,

equation (5) has an analytic solution f(z|b) in the region |z — b| < |b] — D that satisfies
(6). In view of condition (ii), we see further that

Z.fmz_b Z@mz_

in the region |z — b| < |b| — D, that is, the function f(z|b) is bounded in the region
|z —b] < |b] = D. Choose @ < 0 and |Q| > D. Let B be a bounded region such that its
closure is contained in the region {z| Rez < @}. There is a negative number by, such
that

<K

{zllz =0 < bl - [Q} > B
provided b < by.

Let {bx}32, be a sequence of negative numbers decreasing to negative infinity, with
b1 < bo. The sequence of analytic solutions { f(z|bx)} of equation (5) is a bounded family
in B, because of condition (ii). Hence there exists a subsequence {c;} of the sequence
{bi}, such that the sequence of functions { f(z|cx)} converges to a limit function analytic
in B, the convergence being uniform in every closed subset of B. By the standard device
of expressing the region {z|] Rez < Q} as the union of a sequence of such region B,
each region including the preceding, the limit function can be continued analytically
throughout the region {z| Rez < @}, so that a function f(z) is obtained, analytic in
the region {z| Rez < @}, and satisfying the relation

f(z) = lim f(eldy),

where {dj} is some subsequence of {by}, where it is understood that for each value of
z in {z| Rez > @} the function f(z|dy) is defined only for sufficiently large values of k,
and where the limit is uniform in every closed bounded subset of {z|] Rez < Q}.

Now f(z[b) is a solution of equation (5). Hence, since the p;; appearing in (5) tends
to 1 as b — —oo, it follows that f(z) is a solution of (1). This completes the proof.

As an immediate corollary, suppose ¢1(2), ..., pr(2), @10(2), ..., anr(2) and g(z) are
rational functions, then there exists a positive number D such that D is strictly larger
than the absolute values of all the poles of these functions. Thus, the functions
©i(2), au;(z) and g(z) are analytic in the region {z| |z —b| < |b| — D} where b is a nega-
tive number which is sufficiently small. If we now assume further that Y ;" ; [ao(b)| < 1
and that condition (ii) in Theorem 1 hold, then the conclusion of Theorem 1 will be
true.

EXAMPLE. Consider the equation

f”l(l‘) +

- 5% T

[ =) — 3fl($—72)=m7

(1+2) ®

1+
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where a;(z) = 1/(1+12), as(z) = —5x/(1+x)3, and g(x) = 2/(1+)° are analytic in
|x—b| < |b]—2 for each negative number b which is sufficiently small. The approximating
equation of (8) is

5% T

E fl(pox — ) = (

f///(x)+ —(1+ZC —1+$)5;

f”l(plﬂﬁ - Tl) - 9)

14+

where p1 = 1+ 71071, ps =1+ mb~ L. Since the equation

1 5% T

" () + ———m ¢ (x) + A+azp

90/”(:6) = (1 T :Z?)3

T l4x

has a bounded analytic solution ¢(z) = /(1 + z) in |z — b < |b| — 2. By Theorem
1, there exists @ < 0 such that |Q| > 2 and equation (8) has an analytic solution in

(—OO, Q)
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